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Executive Summary

The complexity of scientific pursuits is increasing rapidly with aspects that require dynamic integration of 
experiment, observation, theory, modeling, simulation, visualization, machine learning (ML), artificial intelligence 
(AI), and analysis. Research projects across the Department of Energy (DOE) are increasingly data and 
compute intensive. Innovative research teams are accelerating the pace of discovery by using high-performance 
computational and data tools in their research workflows and leveraging multiple research infrastructures. 

Additionally, several recent high-level U.S. government reports underscore the necessity of a new advanced 
computing ecosystem for international competitiveness and national security. International competitors are 
moving forward with major research infrastructure integration efforts that seek to capture a competitive 
advantage in the global innovation race. Owing to its unparalleled constellation of world-class experimental 
and observational facilities and high-performance and extreme-scale computational, data, and networking 
infrastructure, DOE is positioned to be a global leader in this new era of integrated science. However, this new 
integration paradigm will demand continuing evolution to ensure the U.S. remains a global leader in research  
and innovation. 

The DOE Office of Science (SC) has seized on the strategic importance of integration and has adopted a vision 
for Integrated Research Infrastructure (IRI): To empower researchers to meld DOE’s world-class research 
tools, infrastructure, and user facilities seamlessly and securely in novel ways to radically accelerate discovery and 
innovation. To respond to the evolving computational requirements of research and the competitive international 
innovation landscape, experimental facilities could be connected with high performance computing resources 
for near real-time analysis, and resources should be provided for merging enormous and diverse data for AI/ML 
techniques and analysis.

Implementing the IRI vision requires the creation of an integrated research ecosystem that transforms science 
via seamless interoperability. Today, many promising efforts and celebrated achievements prove the efficacy of 
“point-to-point” and lab-localized solutions to multifacility science problems. However, the enormous growth 
of integrative science requires a new holistic approach that minimizes duplication and maximizes efficiency to 
enable solutions to scale across disciplines and domains. Developing a comprehensive IRI strategy is essential to 
maximizing DOE investment and achieving the scientific potential of this emerging space.

In 2022, SC leadership directed the Advanced Scientific Computing Research (ASCR) program to conduct the 
Integrated Research Infrastructure Architecture Blueprint Activity (IRI ABA) to produce a reference framework 
to inform a coordinated, SC-wide strategy for IRI. This activity convened the SC science programs and over 
150 DOE national laboratory experts from all 28 SC user facilities across 13 national laboratories to consider the 
technological, policy, and sociological challenges to implementing IRI.

Through a series of cross-cutting sprint exercises facilitated by the IRI ABA Leadership Group and peer 
facilitators, participants produced an IRI Framework based on the IRI Vision (see callout below) comprising IRI 
Science Patterns spanning DOE science domains, IRI Practice Areas needed for implementation, IRI blueprints 
that connect Patterns and Practice Areas, and overarching principles for realizing the DOE-wide IRI ecosystem. 
The resulting IRI framework and blueprints provide the conceptual foundations to move forward with organized, 
coordinated DOE implementation efforts.
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Next Steps for Implementation

At the dawn of the exascale science era, many researchers and collaborations strive to meld data, simulation, 
and AI tools in novel ways, some with strict operational demands. Agency and program leaders feel the urgency 
to bring the best-integrated science approaches to bear on our greatest challenges. This Final Report of the 
cross-SC IRI ABA effort provides the scientific, technical, and organizational framework to create and sustain a 
more fully integrated DOE discovery and innovation ecosystem.

The following immediate and long-term steps form the basis of an implementation plan for the enhanced IRI 
computational and data infrastructure:

Governance and organization:

• Establish an IRI governance and steering structure to implement the IRI framework and ensure 
clear principles of engagement among IRI stakeholders, including DOE SC Programs, the 
DOE research and infrastructure communities, and related federal efforts.

• Establish field-level IRI practice groups responsible for implementing the technical and 
operational elements of the IRI framework.

Infrastructure:

• Planning: Develop the reference implementations for key IRI science and design patterns.

• Development: Build a test and development environment for IRI research and development.

• Deployment: Deploy high-performance data infrastructure that enables distributed and resilient 
operations to conduct IRI-integrated science.

Integrated operations:

• Enhance cross-SC operational integration and resilience of high-reliability computing and data 
infrastructure and services.

• Create common authentication/authorization security frameworks.

• Systematize interfaces across tools, infrastructure, and facilities.

• Standardize approaches across computing environments for allocations, application portability, 
and user services.
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The DOE Office of Science IRI Vision and Framework
The IRI Vision: To empower researchers to meld DOE’s world-class research tools, infrastructure, and user 
facilities seamlessly and securely in novel ways to radically accelerate discovery and innovation. “Simple and 
powerful” is the mantra: researchers will benefit from an operational environment that is intuitive and simple to 
use yet extraordinarily powerful in accelerating discovery.

The IRI Framework is the product of the IRI ABA activity described in this Final Report. The IRI Framework 
provides a structured means to create an innovative and robust integrative scientific ecosystem for DOE 
researchers and the broader scientific community, leveraging and maximizing the impact of DOE’s world-class 
infrastructure, technologies, and expertise.

The key organizing elements of the IRI Framework are Science Patterns and Practice Areas.

IRI Science Patterns are broad classes of integrated research workflows with common driving features. Each 
Science Pattern represents a spectrum of DOE science domains and will benefit from a strategic and coordinated 
approach to design and solution. A given workflow case may span several Science Patterns.

• Time-sensitive patterns have urgency, requiring real-time or end-to-end performance with high 
reliability, e.g., for timely decision-making, experiment steering, and virtual proximity.

• Data integration–intensive patterns require combining and analyzing data from multiple 
sources, e.g., sites, experiments, and/or computational runs.

• Long-term campaign patterns require sustained access to resources over a long period to 
accomplish a well-defined objective.

IRI Practice Areas are cross-cutting communities of practice whose efforts will be essential to advance robust 
and extensible IRI designs and solutions.

• User experience practice will ensure relentless attention to user perspectives and needs 
through requirements gathering, user-centric (co)-design, continuous feedback, and  
other means.

• Resource co-operations practice is focused on creating new modes of cooperation, 
collaboration, co-scheduling, and joint planning across facilities and DOE programs.

• Cybersecurity and federated access practice is focused on creating novel solutions that enable 
seamless scientific collaboration within a secure and trusted IRI ecosystem.

• Workflows, interfaces, and automation practice is focused on creating novel solutions that 
facilitate the dynamic assembly of components across facilities into end-to-end IRI pipelines.

• Scientific data life cycle practice is focused on ensuring that users can manage their data and 
metadata across facilities from inception to curation, archiving, dissemination, and publication.

• Portable/scalable solutions practice is focused on ensuring that transitions can be made across 
heterogeneous facilities (portability) and from smaller to larger resources (scalability).

IRI Blueprints and Overarching Principles. IRI ABA produced blueprints – one for each Science Pattern that 
addresses all Practice Areas and a set of overarching principles and governance considerations for how IRI should 
be implemented.
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1. Goals and Philosophy of the ABA

The ABA was the Office of Science’s first SC-wide convening on IRI. Linking different user facilities together 
is a difficult task because integration of operations across multiple research infrastructures poses interwoven 
technological, policy, and sociological challenges that counter conventional practices. For example, the 28 SC user 
facilities are each independent enterprises, sponsored, funded, managed, and operated as independent facilities. 
With these considerations in mind, the SC sought broad engagement with an eye to stimulating a variety of 
structured conversations that cut across established facility, program, institutional, and domain boundaries.

Goals and Objectives
The activity’s overarching objective was to produce the reference conceptual foundations to inform a coordinated 
“whole-of-SC” strategy for an integrative research ecosystem.

The organizers’ approach to achieving this goal was to: 

1. Invite DOE experts across the SC user facilities, national laboratories, and key enterprise 
stakeholders, to participate in a series of activities and events.

2. Gather and analyze integrative use cases that inclusively span SC programs and user facilities.

3. Develop overarching design principles and one or more “architecture blueprints” that will address 
the chief IRI design patterns effectively.

Foundational Precursor Activities 
Numerous research projects, demonstrations, pilots, workshop reports, infrastructure requirements reviews, and 
conversations across the SC enterprise over the past several years informed this activity:

• A compendium of SC and national reports (see Appendix S) identifies a large number of reports 
with IRI-relevant priority science and technology drivers. 

• In June 2019, the directors of the ASCR and Basic Energy Sciences (BES) user facilities met 
for a one-day information-sharing session at Lawrence Berkeley National Laboratory (Berkeley 
Lab). The directors formed a joint ASCR-BES working group to explore integration concepts; 
that group delivered a white paper later that year. In parallel, the BES Light Sources Data 
Working Group developed concepts for integrated computation and data infrastructure.

• In FY 2021, an SC Integrated Computation and Data Infrastructure research funding activity 
was established. Subsequently, ASCR released a Funding Opportunity Announcement (FOA) 
and supported a small number of integration projects. 

• Of particular importance, in 2020, DOE/ASCR convened an ASCR facilities IRI task force to 
develop a vision and principles for integrating ASCR facilities and connecting these to other 
facilities, capabilities, and users across the DOE complex to accelerate research and discovery. 
This effort produced a seminal white paper in March 2021 titled, Toward a Seamless Integration 
of Computing, Experimental, and Observational Science Facilities: A Blueprint to Accelerate 
Discovery1. The IRI ABA built on the concepts and findings in this Final Report and expanded 
the scope to engage the whole of SC.  
 
 

1 “Towards a Seamless Integration of Computing, Experimental, and Observational Science Facilities: A Blueprint to Accelerate Discovery,” 
DOE ASCR IRI Task Force white paper, Mar 8, 2021, https://doi.org/10.2172/1863562.
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• At the September 29, 2021, Meeting of the Advanced Scientific Computing Advisory Committee 
(ASCAC), ASCR Facilities Division Director Ben Brown laid out a vision for the ASCR facilities 
enterprise2 that set the conceptual stage for an integrated ecosystem approach to SC research 
infrastructure coupling experimental, observational, computing, data, and networking facilities 
and resources.

Participants, Organization, and Leadership 
The organization of effort for the activity was as follows:

• ASCR executive leaders: The ASCR Facilities Division provided executive leadership for  
the activity.

• Leadership Group: Chaired by the ASCR executive leaders, a core team of eight DOE national 
laboratory subject matter experts spanning SC program office mission areas and facilities 
coordinated and steered the IRI ABA activities. 

• Headquarters Coordination Group: Chaired by the ASCR executive leaders, a group across 
SC program offices met virtually to share IRI-related programmatic priorities, align objectives, 
and review outcomes.

• Participants: A total of over 150 staff members across the DOE national laboratories 
participated in the IRI ABA activity, spanning science and technology backgrounds, research 
and facilities foci, and national laboratory membership.  
 

Please refer to Appendix A for the complete roster of leaders and participants, and their  
institutional affiliations.

2 Benjamin Brown, “A Vision for the ASCR Facilities Enterprise,” presentation to the ASCAC, Sept 29, 2021, https://science.osti.gov/-/media/
ascr/ascac/pdf/meetings/202109/Brown_ASCR_Facilities_Vision_202109.pdf.

Figure 1: Participant demographics in terms of expertise/activity area

IRI ABA participant self-identification

https://science.osti.gov/-/media/ascr/ascac/pdf/meetings/202109/Brown_ASCR_Facilities_Vision_202109.pdf
https://science.osti.gov/-/media/ascr/ascac/pdf/meetings/202109/Brown_ASCR_Facilities_Vision_202109.pdf
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Philosophy of Conduct of the ABA
The organizers emphasized an all-of-SC approach throughout the conduct of the ABA. The organizers operated 
with explicit guiding principles of inclusivity, focus on science and the end user, emphasis on identifying 
frameworks and common underlying patterns rather than on devising technical solutions, and agility of purpose 
(see Figure 2):

• Inclusive, cross-cutting participation. To achieve success, the activity was designed to engage 
a broad set of stakeholders spanning the SC complex, including the research community, user 
facilities, and national laboratories, which have challenging computational/data workflows that 
are a high priority for SC programs. IRI ABA organized activities in ways that avoided groups of 
participants assembled around usual program/community silos.

• Focus on cross-cutting scientific use cases and patterns. The activity emphasized progress and 
pattern identification through iterative gathering and synthesis of information and perspectives. 
Each iteration was anchored on identifying canonical IRI patterns and IRI “modes” that 
spanned multiple science domains and integrative workflows. In turn, these IRI science 
patterns informed the last stage of the ABA: the framing of prospective IRI design patterns.

• Emphasis on user needs and perspectives. Prioritization of user perspectives was central 
to the activity to avoid premature fixation on prospective technical solutions. The organizers 
adopted a user-centered approach that emphasized listening to end-user, scientist-provider, 
and technologist perspectives to derive common IRI capability gaps, requirements, and design 
patterns and to inform the ultimate artifacts and conclusions.

• Agile “sprint” activities emphasizing frameworks, not solutions. The organizers adopted 
an urgency-oriented nimble approach to convening cross-cutting groups of participants to 
accomplish short sprint activities. The mantras were that 80% quality is good enough to keep 
moving forward, and the IRI ABA was about common framings, not “what gets built.”

Figure 2: The IRI ABA aims to provide the conceptional foundations to inform strategy for an integrative research ecosystem

The IRI ABA in a Nutshell

Create an IRI framework 
that initiate design from 
shared understanding of IRI 
patterns and requirements
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2. Structured Steps Towards the IRI Culminating Insights

Timeline and Approach
An intensive array of activities was undertaken from January to September 2022 (see Figure 3). Beginning 
with eliciting IRI science cases and user needs and challenges across the DOE national laboratory complex in 
a gathering insight phase, the ABA identified primary IRI modes and patterns. It carried them forward into a 
design phase to craft a set of framing blueprints and supporting documents.

Details are provided in the IRI ABA Participant Kickoff Webinar Presentation.

Gathering Insight Phase
This phase focused on gathering insights from across the DOE complex relevant to conceiving and developing 
an IRI framework. Over 110 participants from DOE national laboratories were organized into 10 cross-cutting 
groups, each composed of scientists, technologists, infrastructure developers and operators, and others from a 
range of SC programs and facilities. 

The gathering insight phase consisted of two “sprint” activities. 

• Sprint 1 was designed as a user-centered activity focused on identifying relevant IRI science 
cases and user experiences and challenges with integration. This led to vital insights that helped 
frame the next sprint.

• Sprint 2 gathered insights, lessons, and patterns from existing IRI-relevant SC integration 
projects, activities, and initiatives already underway or completed by IRI ABA participants.

For Sprint 1, a unique methodology was developed for eliciting and listening closely to “science case voices” 
related to the challenges of IRI. Care was taken in developing and testing the questionnaire to allow interviewees 
to express in their own words their expectations, wishes, and challenges in performing their scientific activity. 
Each of the 10 gathering insight groups identified and solicited candidates for interviews from among the SC 
scientific programs and facilities. Attention was given to ensuring broad coverage of a variety of science cases 
across SC science domains (see Figure 4). A total of 30 live scientist/user interviews were conducted using a 
standard questionnaire across the 10 groups, resulting in nearly 30 hours of recordings and many sets of notes. 
Each group developed insights from its interviews which were collectively summarized across groups by the 

Figure 3: An overview of the IRI ABA activities 

Timeline of IRI ABA Activities in 2022
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leadership group. These summaries resulted in proposed themes and topics for a deeper exploration of common 
and diverse patterns, issues, and challenges.

Synthesis of Sprint 1 insights (released to IRI ABA participants for feedback)

For Sprint 2, a participant survey3 was first conducted to identify IRI-aligned projects. This resulted in 75 unique 
entries in the following categories: science cases, computing (distributed/grid, on demand, architecture, job 
management, middleware), data (real-time analysis, multi-modal analysis, management), discovery platforms 
and integration frameworks, identity management, networking (requirements gathering, traffic load balancing, 
wireless, APIs), workflows and performance monitoring, and software and applications.

Informed by the survey results, the cross-cutting groups (the same as for Sprint 1) then each held discussion 
sessions guided by the following focus questions:

• What scope/themes relevant for an IRI have been addressed by existing projects? 

• Where do we have collective experience and where do we not? 

• Lessons and takeaways from existing projects: Where were the problems, what went well,  
what was difficult? 

• Where do people feel passionately? What ideas or problems elicit strong emotions? 

• How do technologists feel they can best interact with the users? 

• How can we sustain IRI and keep it alive through communities of practice and  
fruitful partnerships?

3 See the IRI ABA Project Survey, Appendix D.

Figure 4: Summary of coverage in Sprint 1 interviews

The ten Sprint 1 groups conducted 30 single-person interviews with DOE science users using a standard template 
with three main areas: your IRI science case(s), your IRI journey, and challenges and opportunities.

The IRI ABA participants were the listeners for these interviews.

Sprint 1 Interviews Coverage
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The results of these Sprint 2 discussions, also informed by Sprint 1 insights, were collectively synthesized into a 
concise set of thematic insights (see Figure 5): 

• Overarching classes of cross-cutting IRI science patterns that span the SC science  
domain space. 

• Top challenges to realizing the IRI vision. 

These insights served as the principle references to structuring the activities of the follow-on design phase and 
ultimate IRI ABA artifacts.

Figure 5: Summary of the key thematic insights from Sprint 2, informed by the results of Sprint 1

IRI ABA: Key thematic insights from Sprint 2 informed by Sprint 1

etc.).
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Design Phase
In this phase (see Figure 6), groups of participants, including 21 participants who joined after the gathering 
insight phase, were convened in new working groups representing three IRI science patterns and six IRI 
practice areas that were identified in the gathering insight phase:

• IRI science patterns: time-sensitive patterns, data integration–intensive patterns, and  
long-term campaigns.

• IRI practice areas: resource co-operations; cybersecurity and federated access; workflows, 
interfaces, and automation; science data life cycle; user experience; and portable/ 
scalable solutions.

Each group focused on drafting a definitional document for their science pattern or practice area; the three 
science pattern documents were effectively initial drafts of the science pattern-based architecture blueprints. 
A virtual “iteration/convergence event” was then held over four days, bringing together all participants of these 
nine working groups. The iteration/convergence event agenda promoted crosscutting conversations in which 
participants visited different working groups to refine the practice area documents and architecture blueprints. 
Inspired by these interactions, the organizers and participants developed three additional focus papers on 
cross-cutting IRI principles, commonalities and differences in the blueprints, and considerations of potential 
governance and steering structures.

Figure 6: Overview of work performed in the IRI ABA Design Phase

IRI ABA Design Phase

four Convergence/Iteration

1. Pattern-focused architecture blueprints

2. Practice Area definition/vision papers

3. Focus papers on principles, blueprint  
 compare/contrast, & governance/steering

3 Final artifacts developed3 Final artifacts developed

http://www.energy.gov/
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3. Culminating Insights and Artifacts

The design phase produced artifacts in three interconnected areas: pattern blueprints, practice areas, and 
focus topics. The IRI pattern blueprints together serve as a reference framework for addressing IRI needs and 
approaches for the major categories of use patterns. The practice areas described the necessary technical and 
organizational activities and structures needed to support the patterns. The focus topics describe high-level 
considerations toward advancing and implementing the IRI effort.

Figure 7: Relationship between the three areas (pattern blueprints, practice areas, and focus topics) identified in the design phase

Interconnected Areas Identified in the IRI ABA Design Phase

IRI Patterns and Their Architecture Blueprints

Time-Sensitive Patterns
Time-sensitive IRI patterns comprise workflows with time critical/sensitive requirements (i.e., real time or near 
real time), which can be motivated by various factors such as timely decision making, experiment steering, virtual 
proximity, and loss of data fidelity. These time-sensitive workflows involve integration across multiple facilities 
and resources. They are found in many scientific domains such as beamline-based materials science, astronomy 
and astrophysics, observational science, and experimental fusion science.
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Some high-level takeaways and important next steps from the group discussion included: 

• Highlighting “classes” of time sensitivities, e.g., by time periods (ms, sec, mins, hours, days, etc.) 
and by motivation (decisions that cannot wait, experiment control, loss or fidelity of data, etc.).

• Emphasizing the importance of user experience, e.g., usability, reliability, etc.

• Determining what resource needs to be local versus remote.

• Understanding that time-sensitive workflows may require security enforcement that is time 
sensitive as well.

Supporting document: IRI ABA Blueprint: Time-Sensitive Patterns

Data Integration-Intensive Patterns
Data integration-intensive patterns are characterized by a need to perform analysis of data combined  
from multiple sources, which can include data from multiple sites, experiments, and/or simulations.  
This can also include tracking metadata and provenance for reproducible science and interactive data  
analysis, possibly at scale.

Figure 8: Important workflow areas for time-sensitive patterns

Components of Workflows Categorized by Area

The Time-Sensitive Patterns Group highlighted an ensemble of workflow areas that are important to address for 
these patterns (and which might also apply to the other IRI patterns): experiment control, distributed systems 
administration, and data management (see Figure 8).
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The group recognized at least two broad pattern areas within this class:

• Integration of data from simulations and experiments/observations to generate new insight and 
subsequent direct actions.

• Cross-site data-driven discovery, which includes using similar, multimodal, or heterogeneous 
data already generated at different facilities, or running the same tool, e.g., simulation software, 
on different systems, or experimental/observational data originating at different sources, the 
results of which must be combined, processed, and analyzed.

Some gaps and opportunities from the group discussion included:

• Gaps: cross-facility APIs for resource co-operations; common/appropriate resource allocation 
models; standard abstracted workflow and automation tools; complex-wide data storage and 
searching capabilities; new models for “wide-area” cybersecurity; common or well-understood 
data policies; lack of FAIR data; user-focused user experience; lack of portable code; and cross-
training of staff (scientific, engineering, support, administrative).

• Opportunities: many early-win science opportunities exist for this pattern; common APIs for 
facilities; standards for metadata; streaming data to/from compute and storage facilities; common 
and well-understood data policies; support for FAIR data; and templates for portable code.

Supporting document: IRI ABA Blueprint: Data-Integration-Intensive Patterns 

Long-Term Campaign Patterns
This class of science use patterns is characterized by a need for sustained access to resources at scale over a 
longer time to accomplish a well-defined objective. Robustness, reproducibility, and reliability are important to 
accomplishing long-term science, and these patterns will likely involve significant logistical planning. Examples 
include sustained simulation production and large data (re)processing for collaborative use.

The group determined that the key overall challenge is to intentionally plan and coordinate resources between 
campaigns and facilities over time. Specific challenge areas include long-term storage past the end of a project; 
a present mismatch between the short-term nature of resource allocations and mechanisms (i.e., compute 
and instrument time) versus the long-term needs of a campaign; the continual evolution of technologies and 
approaches within facilities and campaigns (e.g., computing architectures, infrastructure and instruments, 
cybersecurity, workflow systems); avoiding interruptions in campaigns due to facility downtimes; and the present 
lack of holistic (all-of-SC) approaches to resource allocations.

Additional perspectives from the group included:

• The evolution of staffing duration of a campaign needs to be factored in.

• The facilities may provide infrastructure and also need to accommodate the varied data 
management requirements of the programs and research domains.

• Abstraction layers are likely to be a key and pervasive component of the solutions we need.

• A common machine-usable interface to facilities looks like it is a prerequisite, as is scheduling 
that does not have humans in the loop.

• Data re-use is an appealing idea but difficult to achieve, so data needs to be well-described and 
documented to be useful down the road.

Supporting document: IRI ABA Blueprint: Long-Term Campaign Patterns 
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IRI Practice Areas Artifacts
In addition to the three IRI pattern blueprints described previously, IRI ABA teams developed a set of briefs for 
six practice areas that were identified as critical technical and operational areas needed to enable the IRI science 
use patterns. 

Resource Co-Operations
Allocations/provisioning of multiple heterogeneous resources across multiple facilities for large collections of 
scientific programs must be aligned in time and planned. IRI requires new levels of cooperation, collaboration, 
co-scheduling, and joint planning across facilities and across DOE programs.

Supporting document: IRI ABA Design Phase: Practice Group on Resource Co-Operations 

Cybersecurity and Federated Access
Users require a distributed research infrastructure with seamless access and consistent services while the 
infrastructure must be operated according to cybersecurity requirements and policies set at the federal level. 
Operators of user facilities also have different missions, and thus different requirements, across the lab complex. 
Balancing these constraints can also lead to sources of impedance. Novel secure design patterns and architectures 
will be required to support open science-integrated architecture for seamless scientific collaboration.

Supporting document: IRI ABA Design Phase: Practice Group on Cybersecurity and Federated Access 

User Experience
Understanding evolving users’ needs and experiences is critical for technologists to develop effective IRI 
solutions. This area is central for building an effective IRI. Strategies for enabling users, including requirements 
gathering, user-centric (co)-design, liaising approaches, and related topics, have been proposed. This topic has 
implications for all other practice areas.

Supporting document: IRI ABA Design Phase: Practice Group on User Experience 

Workflows, Interfaces and Automation
Users need to systematically and easily assemble system components to support IRI science cases in the form of 
end-to-end pipelines. Users should be able to manage these overlays and middleware effectively across facilities.

Supporting document: IRI ABA Design Phase: Practice Group on Workflows, Interfaces, and Automation 

Scientific Data Lifecycle
Users need to manage their data (along with metadata) across facilities from inception to curation, archiving, 
dissemination, and publication. Technologists need to understand the requirements across different communities 
to develop solutions appropriate for an IRI and the principles of effective data management to provide a FAIR-
based data pipeline with end user-focused interfaces.

Supporting document: IRI ABA Design Phase: Practice Group on Scientific Data Lifecycle 
Portable / Scalable Solutions

Users and technologists need their applications to move/translate across heterogeneous facilities (be portable) and 
go from smaller to larger resources (be scalable). 

Supporting document: IRI ABA Design Phase: Practice Group on Portable/Scalable Solutions 
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Focus Topics Artifacts
During the design phase activity, participants developed papers on three focus topics to provide additional 
context and high-level considerations for a future IRI strategy: overarching IRI principles, governance and 
steering considerations, and a comparative analysis of the three IRI patterns.

Overarching IRI Principles
For IRI projects to be successful, as they contribute to large-scale infrastructure, it is vital for the community to 
agree on a set of foundational principles. The principles articulated stem from respect for the users of the IRI and 
for the facilities. The overarching principles captured in the document reflect experience in understanding what 
makes for effective and persistent infrastructure that can be deployed, maintained, and used. 

Supporting document: IRI ABA Design Phase: Focus Area on Overarching IRI Principles 

Governance and Steering Considerations
Achieving an operational IRI depends on DOE’s facilities and their users, researchers and their projects, and 
science communities having the right incentives, governance, and operating structure. We envision a governance 
structure that would include a policy body and working groups to cover technical aspects such as standards, 
evaluation, and cyber hygiene.

Supporting document: IRI ABA Design Phase: Focus Area on Governance/Steering Approaches 

Pattern Blueprint Compare and Contrast
The three design patterns (time sensitive, data integration, and long-term campaigns) have unique attributes 
and areas of commonality. From the information gathered in the design phase, the group documented the 
commonalities and uniqueness of the patterns. The unique areas often pointed out a different strategic focus with 
respect to the various practice areas, which could arise due to a difference in the level of maturity needed by a 
pattern. The common areas can be a guide to areas of investment with broad cross-cutting benefits.

Supporting document: IRI ABA Design Phase: Focus Area on Comparing and Contrasting the Pattern Blueprints

Conclusions

The broad cross-cutting nature of the IRI ABA has demonstrated the specific value that an integrated approach 
can offer DOE program offices, DOE facilities’ users, and staff. The artifacts produced by this activity offer 
specific directions and framing for what IRI operational and technical capabilities may look like in the future, 
what the focus areas need to be, and how such integrative capabilities and services might be stewarded and 
operated across the DOE’s varied programs, national laboratories, and user facilities.

References
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Event Link

Kickoff Webinar

Feb 17, Feb 22, 2022

The Integrated Research Infrastructure 
Architecture Blueprint Activity (IRI-ABA) 
Orientation for Participants and Stakeholders

Phase1 Reflection and Synthesis

May, 2022

IRI Sprint 1 Synthesis Summary

Design Phase Webinar

June 15, 2022

The Integrated Research Infrastructure 
Architecture Blueprint Activity (IRI-ABA) 
Launching the Design Phase

Convergence Event

Aug 1-4, 2022

The Integrated Research Infrastructure 
Architecture Blueprint Activity (IRI-ABA) 
Design Phase Convergence Iteration Event

Summary Presentations
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Technical Domain Project name Reference

Software/applications ECP www.exascaleproject.org

https://exaworks.org APS/ALCF Internal Project on 
on-demand computing

N/A

Workflows ExaWorks (ECP) https://exaworks.org

Data transfer and 
management

Globus globus.org

Computing, grid 
computing job 
management

Distributed Resource Management 
Application API (DRMAA)

https://en.wikipedia.org/wiki/DRMAA

Computing, grid 
computing middleware

UNiform Interface to COmputing 
Resources (UNICORE)

https://en.wikipedia.org/wiki/UNICORE

Computing, grid 
computing architecture 

Legion http://www.anandnatrajan.com/papers/
IBMJRD03.pdf

Workflows Workflows Community Initiative https://workflows.community

Workflows ExaWorks https://exaworks.org

Workflows WorkflowsRI https://workflowsri.org

Real-time analysis of 
facility experimental data 
(fusion)

Automatic Between-Pulse Analysis at 
ALCF to support DIII-D Operations

https://doi.org/10.1080/15361055.2017.13
90388

Software/applications Large-Eddy Simulation Atmospheric 
Radiation Measurement Symbiotic 
Simulation and Observation (LASSO) 
Activity

https://doi.org/10.1175/BAMS-D-19-0065.1

Integration framework LBNL Superfacility Project https://www.nersc.gov/
research-and-development/superfacility

Workflows Globus Architecture for Data-
Intensive Experimental Research 
(Gladier)

gladier.readthedocs.io

Networking, 
requirements gathering

ASCR ESnet Requirements Reviews https://www.es.net/science-engagement/
science-requirements-reviews/
requirements-review-reports/#

Networking, wireless ESnet Wireless Edge  https://docs.google.com/presentation/d/12
G037DMotqon2wLJ9HdOF74sObLvgpCk
XSRYcwcWV7M/edit?usp=sharing

Integration framework MLExchange: Bringing AI to 
Beamlines

https://www.osti.gov/biblio/1812187

Science case Self-Driving Field Laboratories https://acsess.onlinelibrary.wiley.com/doi/
full/10.2136/vzj2018.03.0061

Data transfer and 
management

Globus globus.org

Workflows Globus Automate https://docs.globus.org/
globus-automation-services

Workflows Braid https://anl-braid.github.io/braid
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Technical Domain Project name Reference

Integration framework Gladier https://github.com/globus-gladier/gladier

Software/applications funcX funcx.org

Software/applications Parsl parsl-project.org

Science case Pacific Northwest Cryo-EM Center  https://pncc.labworks.org

Identity management ASCR DCDE https://science.osti.gov/-/media/ascr/
ascac/pdf/meetings/202001/Federating_
DOE-SC_Facilities-ASCAC202001...

Science case Belle II computing 2011-2018 https://www.belle2.org

Computing EMSL-JGI computing resilience 
collaboration

N/A

Science case COMPASS https://ess.science.energy.gov/
compass-coastal-systems-pilot-project

Workflows ScienceCapsule https://escholarship.org/uc/item/2709n3mt 

Workflows SCIRA https://www.osti.gov/biblio/1772907-
towards-interactive-reproducible-analytics-
scale-hpc-systems

Workflows ScienceSearch  https://ieeexplore.ieee.org/
document/8588644

Science case AI4ESP https://www.ai4esp.org/files/AI4ESP1136_
Varadharajan_Charuleka2.pdf

Science case “NESAP for Learning (N4L)”  project 
on Perlumutter 

N/A

Science case Integrated Simulation of Energetic 
Particles in Burning Plasmas (ISEP) 
Project

https://www.scidac.org/projects/2018/
fusion-energy-sciences/isep.html

Science case 2021-2022 ALCC “AI/Deep Learning 
Prediction & Real-Time Control for 
Fusion Energy Systems” 

N/A

Science case 2022 INFUSE “Improving Plasma 
Control Capabilities in Magnetically-
Confined Tokamak Systems with 
Transformer Neural Networks“

N/A

Science case 2022 SUMMIT INCITE on 
“Exascale Simulation and Deep 
Learning Model for Energetic 
Particles in Burning Plasmas”

N/A

Integration framework Project INTERSECT https://www.ornl.gov/intersect

Science case Advanced Plant Phenotyping 
Laboratory (APPL) project

https://www.ornl.gov/content/advanced-
plant-phenotyping-laboratory-appl

Data analysis Project ICEMAN https://sns.gov/content/iceman-a-
heterogeneous-platform-analysis-neutron-
scattering-data

Workflows Balsam https://balsam.readthedocs.io

https://science.osti.gov/-/media/ascr/ascac/pdf/meetings/202001/Federating_DOE-SC_Facilities-ASCAC202001.pdf?la=en&hash=A9B568A8DA26BD21094F47D4AA53A76320E10FA4
https://science.osti.gov/-/media/ascr/ascac/pdf/meetings/202001/Federating_DOE-SC_Facilities-ASCAC202001.pdf?la=en&hash=A9B568A8DA26BD21094F47D4AA53A76320E10FA4
https://science.osti.gov/-/media/ascr/ascac/pdf/meetings/202001/Federating_DOE-SC_Facilities-ASCAC202001.pdf?la=en&hash=A9B568A8DA26BD21094F47D4AA53A76320E10FA4
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Technical Domain Project name Reference

Networking SENSE https://arxiv.org/abs/2004.05953

Workflows JAWS https://jaws-docs.readthedocs.io/en/latest/
Intro/how_jaws.html

Workflows ALCC "Towards Resilient and 
Portable Workflows across DOE’s 
Facilities"

https://crossfacilityworkflows.github.io/
BestPractices/index.html

Data analysis LCLS-II data analysis N/A

Science case Gamma-Ray Energy Tracking Array 
(GRETA)

https://greta.lbl.gov/

Science case DUNE experiment https://lbnf-dune.fnal.gov

Science case ATLAS experiment https://atlas.cern

Data transfer and 
management

SciStream https://scistream.github.io

Data transfer and 
management

AI-Steer N/A

Workflows, performance 
monitoring

RAMSES https://ramsesproject.github.io

Computing, distributed JLab Scientific Computing 
Environment

http://scicomp.jlab.org/scicomp/

Networking EJFAT Data Steering Project https://wiki.jlab.org/epsciwiki/index.php/
EJFAT

Workflows Environment for Realtime Streaming 
Applications (ERSAP)

https://wiki.jlab.org/epsciwiki/index.php/
ERSAP

Software/applications AToM https://atom.scidac.io

Software/applications OMFIT https://omfit.io

Data transfer and 
management

A Framework for International 
Collaboration on ITER Using 
Large-Scale Data Transfer to Enable 
Near-Real-Time Analysis

https://doi.org/10.1080/15361055.2020.18
51073

Science case DUNE use of Google GPUs https://doi.org/10.3389/fdata.2020.604083

Science case LHC use of ASCR HPC N/A

Science case NERSC processing of SARS-CoV-2 
data acquired at LCLS

 https://www.nersc.gov/science/
covid-19-research/c3-ai-digital-
transformation-institute/
nersc-and-lcls-team-up-on-sars-cov-2-
research-article-page/

Data transfer and 
management

APS Beamline Data Pipeline Project N/A

Data transfer and 
management

APS Data Management System N/A

Science case ATLAS/CMS Experiments at LHC home.cern
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Technical Domain Project name Reference

Networking, traffic load 
balancing

EJ-FAT  (ESnet/JLAB - FPGA 
Accelerated Transport)

 N/A

Networking, traffic load 
balancing

HECATE N/A

Networking ESnet 5G pilot program N/A

Data management Rucio https://rucio.cern.ch

Data transfer and 
management

FTS https://wlcg-ops.web.cern.ch/fts

Data transfer and 
management

Xrootd https://xrootd.slac.stanford.edu

Software/Applications CAMERA camera.lbl.gov

Workflows MLExchange mlexchange.lbl.gov

Discovery platform National Microbiome Data 
Collaborative (NMDC)

microbiomedata.org

Discovery platform KBase kbase.us



43

Appendix E

THE INTEGRATED RESEARCH 
INFRASTRUCTURE ARCHITECTURE 
BLUEPRINT ACTIVITY (IRI ABA) LAUNCHING 
THE DESIGN PHASE

Appendix E — The Integrated Research Infrastructure Architecture Blueprint Activity (IRI ABA) Launching the Design Phase



44Appendix E — The Integrated Research Infrastructure Architecture Blueprint Activity (IRI ABA) Launching the Design Phase



45Appendix E — The Integrated Research Infrastructure Architecture Blueprint Activity (IRI ABA) Launching the Design Phase



46Appendix E — The Integrated Research Infrastructure Architecture Blueprint Activity (IRI ABA) Launching the Design Phase



47Appendix E — The Integrated Research Infrastructure Architecture Blueprint Activity (IRI ABA) Launching the Design Phase



48Appendix E — The Integrated Research Infrastructure Architecture Blueprint Activity (IRI ABA) Launching the Design Phase



49Appendix E — The Integrated Research Infrastructure Architecture Blueprint Activity (IRI ABA) Launching the Design Phase



50Appendix E — The Integrated Research Infrastructure Architecture Blueprint Activity (IRI ABA) Launching the Design Phase



51Appendix E — The Integrated Research Infrastructure Architecture Blueprint Activity (IRI ABA) Launching the Design Phase



52Appendix E — The Integrated Research Infrastructure Architecture Blueprint Activity (IRI ABA) Launching the Design Phase



53

Appendix F

THE INTEGRATED RESEARCH 
INFRASTRUCTURE ARCHITECTURE 
BLUEPRINT ACTIVITY (IRI ABA) DESIGN 
PHASE CONVERGENCE ITERATION EVENT

Appendix F — The Integrated Research Infrastructure Architecture Blueprint Activity (IRI ABA) Design Phase Convergence 

Iteration Event



54Appendix F — The Integrated Research Infrastructure Architecture Blueprint Activity (IRI ABA) Design Phase Convergence 

Iteration Event



55Appendix F — The Integrated Research Infrastructure Architecture Blueprint Activity (IRI ABA) Design Phase Convergence 

Iteration Event



56Appendix F — The Integrated Research Infrastructure Architecture Blueprint Activity (IRI ABA) Design Phase Convergence 

Iteration Event



57Appendix F — The Integrated Research Infrastructure Architecture Blueprint Activity (IRI ABA) Design Phase Convergence 

Iteration Event



58Appendix F — The Integrated Research Infrastructure Architecture Blueprint Activity (IRI ABA) Design Phase Convergence 

Iteration Event



59

Appendix G

IRI ABA BLUEPRINT:  
TIME-SENSITIVE PATTERNS

Appendix G — IRI ABA Blueprint: Time-Sensitive Patterns



60Appendix G — IRI ABA Blueprint: Time-Sensitive Patterns



61Appendix G — IRI ABA Blueprint: Time-Sensitive Patterns

Figure 1. Time-sensitive representative cases

Experiment Control

Experiment Calibration

Experiment calibration requires the processing of data in real time to provide a feedback
mechanism that prompts or directs a change in the "physical" hardware configuration of the
experiment to get the optimal data quality/throughput.

The time sensitivities for experiment calibration are in the microseconds to minutes range and
include activities such as:

● Changing focus, mirrors, or apertures in a synchrotron or free-electron laser beamlines.
(APS, NSLS-II, LCLS) [Time sensitivity: 200–500 msecs]

● Counteracting temporal drifts (temperature/wear). Infrared x-ray pulse
characteristics—single pulse, double pulse, polarization and energy spectrum—serve as
driver diagnostics to inform autonomous accelerator control, but the time to energy
calibration in the diagnostic varies with the temperature variation in the hutch.
Instrumentation is used to monitor the quality of the diagnostic, which is featurized using
machine learning (ML) in Field Programmable Gate Arrays (FPGAs) (or specialized
accelerators) at the source. When calibration is required, raw data from the experiment
are streamed to specialized HPC at the ALCF for retraining, essentially a recalibration,
with a turnaround time requirement of 15 minutes. The deformation of the floors in the
experimental area due to temperature affects the Dynamic Reaction Microscope
(DREAM) endstation in the time-resolved molecular optics instrument and the qRIXS

2
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