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Science Faculty 
@ UvA

Informatics Institute

• AMLAB: Machine Learning (Prof. dr. M. Welling)

• FCN: Federated Collaborative Networks (Prof. dr. H. Afsarmanesh)

• ILPS: Information and Language Processing Systems (Prof. dr. M. de Rijke)

• ISIS: Intelligent Sensory Information Systems (Prof. dr. ir. A.W.M. Smeulders)

• CSL: Computational Science Laboratory (Prof. dr. P.M.A. Sloot)

• SNE: System and Network Engineering (Prof. dr. ir. C.T.A.M. de Laat)

• TCS: Theory of Computer Science (Prof. dr. J.A. Bergstra)



SNE - Staffing
Group leader: prof.dr.ir. C. de Laat
Deputy group leaders: dr. Paola Grosso, dr. Andy Pimentel
• 1 full prof (CdL)
• 2 associate professors
• 4 assistant professors
• 2 part time professors
• 2 endowed professors
• 2 senior researchers
• ~12 postdoc’s
• About 15 phd students
• ~10 guests

• Yearly turnover ~ 3,5 MEuro



From King’s Dutch Academy of Sciences
The Dutch Research Agenda 
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“Information technology (IT) now 

permeates all aspects of public, 

commercial, social, and personal life. 

bank cards, satnav, and weather 

radar... IT has become completely 

indispensable.” 

“But to guarantee the reliability and 

quality of constantly bigger and more 

complicated IT, we will need to find 

answers to some fundamental 

questions.”
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Reduction of Complexity by Integration 

27ĎĎĎ.	
  ĈĔĒĕđĊĝĎęĞ	
  Ćēĉ	
  ĒĆęčĊĒĆęĎĈĘ

One	
  example	
  of	
  the	
  reduction	
  of	
  complexity	
  is	
  the	
  integration	
  of	
  numerous	
  networks	
  
that	
  currently	
  operate	
  independently	
  and	
  without	
  any	
  coordination,	
  sometimes	
  via	
  the	
  
very	
  same	
  cable.	
  By	
  combining	
  services	
  such	
  as	
  telephony,	
  television,	
  data,	
  and	
  comput-
ing	
  capacity	
  within	
  a	
  single	
  network,	
  we	
  can	
  cut	
  down	
  on	
  complexity,	
  energy	
  consump-
tion	
  and	
  maintenance,	
  provide	
  new	
  services,	
  and	
  make	
  the	
  overall	
  provision	
  of	
  services	
  
more	
  reliable.

There	
  are	
  also	
  many	
  questions	
  at	
  a	
  deeper	
  level.	
  How	
  can	
  we	
  describe	
  and	
  analyse	
  
complex	
  information	
  systems	
  effectively?	
  How	
  can	
  we	
  specify	
  and	
  measure	
  the	
  quality	
  
and	
  reliability	
  of	
  a	
  system?	
  How	
  can	
  we	
  combine	
  various	
  different	
  systems?	
  How	
  can	
  
we	
  design	
  systems	
  in	
  which	
  separate	
  processors	
  can	
  co-­‐operate	
  efϐiciently	
  via	
  mutual	
  
network	
  connections	
  within	
  a	
  much	
  larger	
  whole?	
  Can	
  we	
  design	
  information	
  systems	
  
that	
  can	
  diagnose	
  their	
  own	
  malfunctions	
  and	
  perhaps	
  even	
  repair	
  them?	
  How	
  can	
  we	
  
specify,	
  predict,	
  and	
  measure	
  system	
  performance	
  as	
  effectively	
  as	
  possible?

In	
  recent	
  decades,	
  Dutch	
  researchers	
  have	
  been	
  among	
  the	
   leaders	
   in	
   the	
   ϐield	
  of	
  
IT.	
  That	
  gives	
  this	
  country	
  a	
  sound	
  basis	
  for	
  achieving	
  new	
  breakthroughs,	
  not	
  only	
  in	
  
the	
  form	
  of	
  exciting	
  applications	
  but	
  also	
  by	
  ϐinding	
  answers	
  to	
  pressing	
  basic	
  scientiϐic	
  
questions.

By combining services such as telephony, television, data, and computing 

capacity within a single network, we can cut down on complexity, energy 

consumption and maintenance.

• How can we describe and analyze complex information systems effectively?

• How can we specify and measure the quality and reliability of a system?

• How can we combine various different systems?

• How can we design systems in which separate processors can co-operate 

efficiently via mutual network connections within a much larger whole?

• Can we design information systems that can diagnose their own 

malfunctions and perhaps even repair them?

• How can we specify, predict, and measure system

performance as effectively as possible? 

http://www.knaw.nl/Content/Internet_KNAW/publicaties/pdf/20111029.pdf
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Mission
Can we create smart and safe data processing systems that can be 
tailored to diverse application needs? 
• Capacity

– Bandwidth on demand, QoS, architectures, photonics, performance

• Capability
– Programmability, virtualization, complexity, semantics, workflows

• Security
– Anonymity, integrity of data in distributed data processing

• Sustainability
– Greening infrastructure, awareness

• Resilience
– Systems under attack, failures, disasters
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ATLAS detector @ CERN Geneve
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Reliable and Safe!
This omnipresence of IT makes us not only strong but also 

vulnerable.

• A virus, a hacker, or a system failure can instantly send digital 

shockwaves around the world. 

The hardware and software that allow all our 

systems to operate is becoming bigger and more 

complex all the time, and the capacity of networks

and data storage is increasing by leaps and 

bounds.

We will soon reach the limits of 

what is currently feasible and 

controllable. 

https://www.knaw.nl/shared/resources/actueel/publicaties/pdf/20111029.pdf
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… more users!

… more data!

… more realtime!
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Multiple colors / Fiber

Per fiber: ~ 80-100 colors * 50 GHz
Per color: 10 – 40 – 100 Gbit/s
BW * Distance ~ 2*1017 bm/s

Wavelength Selective Switch

New: Hollow Fiber!
è less RTT!



Wireless Networks



Wireless Networks



The GLIF – LightPaths around the World
F Dijkstra, J van der Ham, P Grosso, C de Laat, “A path finding implementation for multi-layer 

networks”, Future Generation Computer Systems 25 (2), 142-146.



Amsterdam is a major hub in The GLIF
F Dijkstra, J van der Ham, P Grosso, C de Laat, “A path finding implementation for multi-layer 

networks”, Future Generation Computer Systems 25 (2), 142-146.



ExoGeni @ OpenLab - UvA

Installed and up June 3th 2013

Connected via the 

new 100 Gb/s 

transatlantic

To US-GENI



Alien light
From idea to 
realisation!

40Gb/s alien wavelength transmission via a 
multi-vendor 10Gb/s DWDM infrastructure

New method to present fiber link quality, FoM (Figure 
of Merit)
In order to quantify optical link grade, we propose a new 
method of representing system quality: the FOM (Figure 
of Merit) for conca tenated fiber spans.

Easy-to-use formula that accurately quantifies 
transmission system performance

Lj, span losses in dB
N, number of spans

Transmission system setup
JOINT SURFnet/NORDUnet 40Gb/s PM-QPSK alien wave-
length DEMONSTRATION.

Conclusions
-  We have investigated experimentally the all-optical 

transmission of a 40Gb/s PM-QPSK alien wavelength 
via a concatenated native and third party DWDM 
system that both were carrying live 10Gb/s wave-
lengths.

-  The end-to-end transmission system consisted of 
1056 km of TWRS (TrueWave Reduced Slope) trans-
mission fiber.

-  We demonstrated error-free transmission (i.e. BER 
below 10-15) during a 23 hour period.

-  More detailed system performance analysis will be 
presented in an upcoming paper.

Test results

Alien wavelength advantages
-  Direct connection of customer equipment[1]  
Æ cost savings

- Avoid OEO regeneration Æ power savings
- Faster time to service[2] Æ time savings
-  Support of different modulation formats[3]  
Æ extend network lifetime

Alien wavelength challenges
-  Complex end-to-end optical path engineering in 

terms of linear (i.e. OSNR, dispersion) and non-linear 
(FWM, SPM, XPM, Raman) transmission effects for 
different modulation formats.

- Complex interoperability testing.
-  End-to-end monitoring, fault isolation and resolution.
- End-to-end service activation.

In this demonstration we will investigate the perfor-
mance of a 40Gb/s PM-QPSK alien wavelength instal-
led on a 10Gb/s DWDM infrastructure.

REFERENCES    [1] “OPERATIONAL SOLUTIONS FOR AN OPEN DWDM LAYER”, O. GERSTEL ET AL, OFC’2009  |  [2] “AT&T OPTICAL TRANSPORT SERVICES”, BARBARA E. SMITH, OFC’09 
[3] “OPEX SAVINGS OF ALL-OPTICAL CORE NETWORKS”, ANDREW LORD AND CARL ENGINEER, ECOC2009  |  [4] NORTEL/SURFNET INTERNAL COMMUNICATION

ACKNOWLEDGEMENTS  WE ARE GRATEFUL TO NORDUNET FOR PROVIDING US WITH BANDWIDTH ON THEIR DWDM LINK FOR THIS EXPERIMENT AND ALSO FOR THEIR SUPPORT AND ASSISTANCE  
DURING THE EXPERIMENTS. WE ALSO ACKNOWLEDGE TELINDUS AND NORTEL FOR THEIR INTEGRATION WORK AND SIMULATION SUPPORT
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ClearStream @ TNC2011
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Visit CIENA Booth

surf to http://tnc.delaat.net/tnc11



Server Architecture

DELL R815
4 x AMD Opteron 6100

Supermicro X8DTT-HIBQF 
2 x Intel Xeon 



CPU Topology benchmark
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Mission
Can we create smart and safe data processing infrastructures that 
can be tailored to diverse application needs? 
• Capacity

– Bandwidth on demand, QoS, architectures, photonics, performance

• Capability
– Programmability, virtualization, complexity, semantics, workflows

• Security
– Anonymity, integrity of data in distributed data processing

• Sustainability
– Greening infrastructure, awareness

• Resilience
– Systems under attack, failures, disasters



GLIF 2011 Visualization courtesy of Bob Patterson, NCSA
Data collection by Maxine Brown.

We investigate:           for
complex networks!



Complex	e-Infrastructure!



LinkedIN for Infrastructure
• From semantic Web / Resource Description Framework.

• The RDF uses XML as an interchange  syntax.

• Data is described by triplets (Friend of a Friend):

ObjectSubject
Predicate

Location Device Interface Link
name description locatedAt hasInterface

connectedTo capacity encodingType encodingLabel

Object

Subject

Subject

Object

Subject

Object

Subject

Object

Subject



Network Description Language 

Choice of RDF instead of XML syntax

Grounded modeling based on G0805 description:

Article: F. Dijkstra, B. Andree, K. 
Koymans, J. van der Ham, P. Grosso, 
C. de Laat, "A Multi-Layer Network 
Model Based on ITU-T G.805"
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Multi-layer descriptions in NDL



NML
OGF spec

iNDL
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Network	Topology	Description

? NSI NSI

NML NML

Network	topology	research	supporting	automatic	network	provisioning

• Inter-domain	networks

• Multiple	technologies

• Based	on	incomplete	information

• Possibly	linked	to	other	resources

http://redmine.ogf.org/projects/nml-wg
http://redmine.ogf.org/projects/nsi-wg http://sne.science.uva.nl/ndl
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Applications and 
Networks become 

aware of each 
other!

CdL



Information Modeling 

hasElements:(not 
Node or 
Exchange)

Node

hasElements:(not 
Exchange)

Exchange

hostName
OS

Host

Service

pixelsX
pixelsY

DisplayService

capabilities
maxStreams

StreamService

totalDiskSpace
freeDiskSpace

StorageService*1

SAGEDisplayService

iRODSStorageService

NFSStorageService

SAGEStreamService

NTTStreamService

NTTDisplayService

Element
providesService

hasElements:
(Host)

Cluster
Description

Group

Identifier
Device

pixelsX
pixelsY

Projector

pixelsX
pixelsY

Display

*

1

hasElements

1
*

providedBy

Infrastructure Services

R.Koning, P.Grosso and C.de Laat

Using ontologies for resource description in the CineGrid Exchange
In: Future Generation Computer Systems (2010)

Define a common information model for infrastructures and services.

Base it on Semantic Web.

J. van der Ham, F. Dijkstra, P. Grosso, R. van der Pol, A. Toonk, C. de Laat

A distributed topology information system for optical networks based on the 
semantic web, Elsevier Journal on Optical Switching and Networking, Volume 5, 

Issues 2-3, June 2008, Pages 85-93



Envisioned role of the SPG: define slice archetypes?
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SNE - Mission
Can we create smart and safe data processing systems that 
can be tailored to diverse application needs? 
• Capacity

– Bandwidth on demand, QoS, architectures, photonics, performance

• Capability
– Programmability, virtualization, complexity, semantics, workflows

• Security
– Policy, Trust, Anonymity, Privacy, Integrity

• Sustainability
– Greening infrastructure, Awareness

• Resilience
– Failures, Disasters, Systems under attack



SARNET: Security Autonomous Response 
with programmable NETworks

Cees de Laat
Leon Gommans, Rodney Wilson, Rob Meijer

Tom van Engers, Marc Lyonais, Paola Grosso, Frans Franken, 
Ameneh Deljoo, Ralph Koning, Ben de Graaff, Stojan Trajanovski, Gleb Polevoy



Cyber security program
Research goal is to obtain the 
knowledge to create ICT systems that:

– model their state (situation)
– discover by observations and reasoning if and how an 

attack is developing and calculate the associated risks
– have the knowledge to calculate the effect of counter 

measures on states and their risks
– choose and execute one.

In short, we research the concept of networked 
computer infrastructures exhibiting SAR: Security 
Autonomous Response. 

 

2 

 

 
Figure 1 A control program called Service (orange box) creates and deploys an IP 
network and computer infrastructure (purple plane). ICT control programs that we 
created in prior research were able, amongst others, to monitor, add and delete network 
links, routing elements and manage virtual machines in cloud data centres in order to 
optimize the network service continuously. The new research addresses security risk 
control programs that adapt the ICT in the purple plane autonomously as a response on 
threats. These programs are shown here as a separate control program labelled 
“security”.  

 

2b Abstract for a lay readership (in Dutch) 

ICT zelfverdediging tegen hackers 
Regelmatig halen succesvolle cyberaanvallen het nieuws omdat toegang tot belangrijke websites, 
internetbankieren en email onmogelijk zijn gemaakt. Hackers plunderen bankrekeningen en stelen 
informatie. ICT professionals blijken regelmatig te falen om de werkzaamheden van de hacker te 
ontdekken, te volgen en te stoppen. Wij onderzoeken nu computers en netwerken, ICT systemen dus, 
die zich zelf verdedigen, al naar gelang de aard van de aanvallen. 
 
Deze autonoom verdedigende computersystemen moeten zelf ontdekken of en hoe een cyberaanval 
gaande is en, zo ja, wat de juiste tegenmaatregelen kunnen zijn. Bij die tegenmaatregen passen we de 
resultaten van eerder onderzoek toe. Daarin hebben wij methodes ontwikkeld hoe systemen autonoom 
internetverbindingen kunnen veranderen of alternatieven daarvoor in stand kunnen houden zodat 
internet verkeer altijd mogelijk blijft. Ook is onze software in staat om van web- en andere servers 
kopieën te maken en die naar andere rekencentra verhuizen. M.a.w. onze software is in staat om ICT 
systemen te hergroeperen en dat geeft nieuwe mogelijkheden in de strijd tegen cybercriminaliteit. Bij het 
onderzoeken van het palet van tegenmaatregelen bekijken wij ook de extra inzet van typische cyber 
security technologie, b.v. het automatisch bijschakelen van firewalls en het veranderen van bijvoorbeeld 
een webserver in een valstrik voor hackers, een zogenaamde “honey pot”. De projectnaam, SARNET is 
de afkorting van “security autonomous response network” en hint op deze automatisch aanpassende 



Context & Goal

SARNET Alliance
Strategic Level

Security Autonomous Response NETwork Research 

Tactical Level

Operational 

Level

1

2

SARNET

Ameneh Deljoo (PhD):
Why create SARNET Alliances?

Model autonomous SARNET

behaviors to identify risk and benefits

for SARNET stakeholders

Stojan Trajanovski (PD):
Determine best defense scenario 

against cyberattacks deploying 

SARNET functions (1) based on  

security state and KPI information (2).

Ralph Koning (PhD)
Ben de Graaff (SP):
1. Design  functionalities needed to 

operate a SARNET using SDN/NFV 

2: deliver security state and  KPI 

information (e.g cost)



Status SARNET Operational Level

CoreFlow
Berkeley Internship 2016

SC16 INDIS workshop paper [2]

SC15 demo plus poster
Austin (TX)

SC16 demo plus poster
Salt Lake City (UT)

ToDO ‘18

SC16 demo plus poster
Salt Lake City (UT)

IEEE Sec-Virtnet 2016 paper [3] 

1. Paper: R. Koning, A. Deljoo, S. Trajanovski, B. de Graaff, P. Grosso, L. Gommans, T. van Engers, F. Fransen, R. Meijer, R. Wilson, and C. de Laat, "Enabling E-Science Applications with 
Dynamic Optical Networks: Secure Autonomous Response Networks ",  OSA Optical Fiber Communication Conference and Exposition, 19-23 March 2017, Los Angeles, California.

2. Paper: Ralph Koning, Nick Buraglio, Cees de Laat, Paola Grosso, "CoreFlow: Enriching Bro security events using network traffic monitoring data", SC16 Salt Lake City, INDIS workshop, 
Nov 13, 2016.

3. Paper: Ralph Koning, Ben de Graaff, Cees de Laat, Robert Meijer, Paola Grosso, "Analysis of Software Defined Networking defences against Distributed Denial of Service attacks", The 
IEEE International Workshop on Security in Virtualized Networks (Sec-VirtNet 2016) at the 2nd IEEE International Conference on Network Softwarization (NetSoft 2016), Seoul Korea, 
June 10, 2016.

Laboratory: ExoGeni & PRP
Fieldlab with KLM & CIENA

OSA-Optical Forum Conference paper [1]



SC16 DEMO STARNET Operational Level
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SC16 DEMO STARNET Operational Level



SC16 DEMO STARNET Operational Level



Mission
Can we create smart and safe data processing infrastructures that 
can be tailored to diverse application needs? 
• Capacity

– Bandwidth on demand, QoS, architectures, photonics, performance

• Capability
– Programmability, virtualization, complexity, semantics, workflows

• Security
– Anonymity, integrity of data in distributed data processing

• Sustainability
– Greening infrastructure, awareness

• Resilience
– Systems under attack, failures, disasters



Software Defined Networking

• What constitutes a Tb/s network?
• think back to teraflop computing!

– MPI turns a room full of pc’s in a teraflop machine
• massive parallel channels in hosts, NIC’s
• TeraApps programming model supported by

– TFlops -> MPI / Globus / Cloud
– TBytes -> DAIS / MONETdb …
– TPixels -> SAGE
– TSensors -> LOFAR, LHC, LOOKING, CineGrid, ...
– Tbit/s -> OpenFlow & SDN
– -> Virtualized Programmable Networks
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• The network is virtualized as a collection of 
resources

• UPVNs enable network resources to be 
programmed as part of the application

• Mathematica, a powerful mathematical software 
system, can  interact with real networks using 
UPVNs

User Programmable Virtualized Networks allows the results of 
decades of computer science to handle the complexities of 

application specific networking.
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Visualisation

Initialization and BFS discovery of NEs
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Network flows using real-time 

bandwidth measurements

nodePath = ConvertIndicesToNodes[
ShortestPath[ g, 

Node2Index[nids,"192.168.3.4"],
Node2Index[nids,"139.63.77.49"]], 

nids];
Print["Path: ", nodePath];

If[NetworkTokenTransaction[nodePath, "green"]==True, 
Print["Committed"], Print["Transaction failed"]];

Path:
{192.168.3.4,192.168.3.1,139.63.77.30,139.63.77.49}

Committed

Transaction on shortest path with tokens

Topology matters can be dealt with algorithmically

Results can be persisted using a transaction service built in UPVN

Needs["WebServices`"]
<<DiscreteMath`Combinatorica`

<<DiscreteMath`GraphPlot`
InitNetworkTopologyService["edge.ict.tno.nl"]

Available methods:

{DiscoverNetworkElements,GetLinkBandwidth,GetAllIpLinks,Remote, 

NetworkTokenTransaction}

Global`upvnverbose = True;

AbsoluteTiming[nes = BFSDiscover["139.63.145.94"];][[1]]

AbsoluteTiming[result = BFSDiscoverLinks["139.63.145.94", nes];][[1]]

Getting neigbours of: 139.63.145.94

Internal links: {192.168.0.1, 139.63.145.94}

(...)

Getting neigbours of:192.168.2.3

Internal links: {192.168.2.3}

Mathematica enables advanced graph queries, visualizations and real-
time network manipulations on UPVNs

ref: Robert J. Meijer, Rudolf J. Strijkers, Leon Gommans, Cees de Laat, User Programmable Virtualiized Networks, 
accepted for publication to the IEEE e-Science 2006 conference Amsterdam.



Basic operating system loop



Main problem statement

• Organizations that normally compete have to bring data 
together to achieve a common goal!

• The shared data may be used for that goal but not for 
any other!

• Data may have to be processed in untrusted data 
centers.
– How to enforce that using modern Cyber Infrastructure?
– How to organize such alliances?
– How to translate from strategic via tactical to operational level?
– What are the different fundamental data infrastructure models 

to consider?

Strategic Level

Tactical                    Level

Operational Level
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Big	Data	Sharing	use	cases	placed	in	airline	context	

Global Scale

National Scale

City / 
regional Scale

Campus / 
Enterprise Scale

Cybersecurity Big Data

NWO  COMMIT/

SARNET project
3.5 FTE

Aircraft Component Health 

Monitoring (Big) Data

NWO CIMPLO project
4.5 FTE

Cargo Logistics Data

(C1) DaL4LoD 
(C2) Secure scalable 
policy-enforced
distributed data 
Processing
(using blockchain)

NLIP iShare project





Data Processing models
• Bring data to computing
• Bring computing to data
• Bring computing and data to (un)trusted third party
• A mix of all of the above
• Block chain to record what happened
• Block chain for data integrity
• Bring the owner of Data in control!
• Data owner policy + PEP technology



Nortel  CIENA Confidential----------------

The VM Turntable 
Demonstrator

The VMs that are live-migrated run an iterative search-refine-search workflow 
against data stored in different databases at the various locations. A user in  

San Diego gets hitless rendering of search progress as VMs spin around

Seattle

Netherlight

Amsterdam

NYC

Toronto

iGrid05
UvA

Starlight
Chicago

VMs

Dynamic
Lightpaths

hitless remote 
rendering

iGrid2005

SC2005



Nortel  CIENA Confidential----------------F. Travostino, P. Daspit, L. Gommans, C. Jog, C.T.A.M. de Laat, J. Mambretti, I. Monga, B. van Oudenaarde, S. Raghunath and P.Y. Wang, "Seamless 

Live Migration of Virtual Machines over the MAN/WAN", Future Generation Computer Systems, Volume 22, Issue 8, October 2006, Pages 901-907.

Experiment outcomes
Note, this was in 2005!

We have demonstrated seamless, live migration of VMs over WAN

For this, we have realized a network service that

Exhibits predictable behavior; tracks endpoints

Flex bandwidth upon request by credited applications

Doesn’t require peak provisioning of network resources

Pipelining bounds the downtime in spite of high RTTs

San Diego – Amsterdam, 1GE, RTT = 200 msec, downtime <= 1 sec

Back to back, 1GE, RTT = 0.2-0.5 msec, downtime = ~0.2 sec*

*Clark et al. NSDI 05 paper. Different workloads

VM + Lightpaths across MAN/WAN are deemed a powerful and general 

alternative to RPC, GRAM approaches

We believe it’s a representative instance of active cpu+data+net

orchestration



Secure Policy Enforced Data Processing

Data-1

Data-2

Comp

Viz

Untrusted Unsecure Cloud or SuperCenter
Org 1 Org 2

Org 3 Org 4

Secure Virtual PC

• Bringing data and processing software from competing organisations together for common goal
• Docker with encryption, policy engine, certs/keys, blockchain and secure networking
• Data Docker (virtual encryped hard drive)
• Compute Docker (protected application, signed algorithms)
• Visualization Docker (to visualize output)



Pacific Research Platform testbed involvement

© 2016 Internet2

ExoGENI

Testbed

Research goal:
Explore value of

academic

network research

capabilities that

enable innovative

ways & models to

share big data assets

prp.ucsd.edu



Networks of ScienceDMZ’s & SDX’s

ISPNFV

client 1

client 2

client 3

client 4

client n

…

SDN

Internet
Peer ISP’s

Func-c1

Func-c3

DTN

Petabyte email service J

DMZ

DMZ

DMZ

DMZ

DMZ

DMZ
Contains a DTN

SDX
NFV
Func-c4

ISP

ISP
SDX

ISP
SDX

DTN

Supercomputing
centers

(NCSA, ANL, LBNL)

DMZ



Mission
Can we create smart and safe data processing infrastructures that 
can be tailored to diverse application needs? 
• Capacity

– Bandwidth on demand, QoS, architectures, photonics, performance

• Capability
– Programmability, virtualization, complexity, semantics, workflows

• Security
– Anonymity, integrity of data in distributed data processing

• Sustainability
– Greening infrastructure, awareness

• Resilience
– Systems under attack, failures, disasters



I	want	to

“Show	Big	Bug	Bunny	in 4K	on my	Tiled	Display	using

green	Infrastructure”

• Big	Bugs	Bunny	can	be	on	multiple	servers	on	the	Internet.

• Movie	may	need	processing	/	recoding	to	get	to	4K for	Tiled	Display.

• Needs	deterministic	Green infrastructure	for	Quality	of	Experience.

• Consumer	/	Scientist	does	not	want	to	know	the	underlying	details.	

è His	refrigerator	also	just	works!



Service	Plane

eScience Middleware

Chromium

CGLX

SAGE

MTP

WebServ

INSPIRE

WSRF

SensorML

Hadoop

Storm

PerfSonar

ICMP

SNMP

OpenFlow

SDN	/	NSI

GIR

UR

OCCI

JSDL

Cassandra

iRODs

OGSA-DAIS

Domain

Apps
Domain

Apps

Domain

Apps
Domain

Apps

+	Machine	Learning	+	Reasoning	+	Scheduling	+	…

…			…

GRID/Cloud
Computing



The Big Data Challenge

Data
a.o. from ESFRI’s

Information

Knowledge
to act

Wis
dom

XML, RDF, rSpec,
SNMP, Java based, etc.

OWL

Workflows
Schedulers

to act

e-
IRG

GRID/C
LOUD

Doing Science ICT to enable Science



The Big Data Challenge

Data
a.o. from ESFRI’s

Information

Knowledge
to act

Wis
dom

XML, RDF, rSpec,
SNMP, Java based, etc.

OWL

Workflows
Schedulers

to act

e-
IRG

GRID/C
LOUD

MAGIC DATA CARPET
curation - description - trust - security - policy – integrity

Doing Science ICT to enable Science

Scientists live here!

Science App Store?



TimeLine
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Apps
C++
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NFV
?



The constant factor in our field is Change!

The 50 years it took Physicists to find one particle, the Higgs, 
we came from:

Assembler, Fortran, COBOL, VM, RSX11, Unix, c, Pascal, 
SmallTalk, DECnet, VMS, TCP/IP, c++,  Internet, WWW, 
ATM, Semantic Web, Photonic networks, Google, Grid, 
Phyton, FaceBook, Twitter, Cloud, SDN, Data^3, App’s

to:

DDOS attacks destroying Banks and BitCoins!

Conclusion:
Need for Safe, Smart, Resilient Sustainable Infrastructure.



Why?

Because we can!

Why?



Questions?

Supported by:

http://delaat.net
http://sne.science.uva.nl
http://www.os3.nl/
http://sne.science.uva.nl/openlab/
http://pire.opensciencedatacloud.org
http://staff.science.uva.nl/~delaat/pire/
https://rd-alliance.org
http://envri.eu
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