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Science Faculty
@ UvVA '

Informatics Institute

AMLAB: Machine Learning (Prof. dr. M. Welling)

FCN: Federated Collaborative Networks (Prof. dr. H. Afsarmanesh)
ILPS: Information and Language Processing Systems (Prof. dr. M. de Rijke)
ISIS: Intelligent Sensory Information Systems (Prof. dr. ir. A.W.M. Smeulders)
CSL: Computational Science Laboratory (Prof. dr. P.M.A. Sloot)

SNE: System and Network Engineering (Prof. dr. ir. C.T.A.M. de Laat)
TCS: Theory of Computer Science (Prof. dr. J.A. Bergstra)
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SNE - Staffing

Group leader: prof.dr.r. C. de Laat

Deputy group leaders: dr. Paola Grosso, dr. Andy Pimentel
+ 1 full prof (CdL) B T
e 2 associate professors ?-,

e 4 assistant professors =l )
e 2 part time professors
e 2 endowed professors
e 2 senior researchers

e ~12 postdoc’s

e About 15 phd students

e ~]10 guests

i
e Yearly turnover ~ 3,5 MEuro Wiien loktorm teval guys ook up

they see only assholes.



From King’s Dutch Academy of Sciences

The Dutch Research Agenda

“Information technology (IT) now
permeates all aspects of public,
commercial, social, and personal life.
bank cards, satnav, and weather
radar... IT has become completely
indispensable.”

“But to the and
of constantly and more
IT, we will need to find
answers to some amenta

https://www.knaw.nl/nl/actueel/publicaties/the-dutch-research-
agenda/@@download/pdf_file/20111029.pdf

BRuN@ T'MTallAqt



Reduction of Complexity by Integration

By combining services such as telephony, television, data, and computing
capacity within a single network, we can cut down on complexity, energy
consumption and maintenance.

« How can we describe and analyze complex information systems effectively?

« How can we specify and measure the quality and reliability of a system?

 How can we combine various different systems?

 How can we design systems in which separate processors can co-operate
efficiently via mutual network connections within a much larger whole?

« Can we design information systems that can diagnose their own
malfunctions and perhaps even repair them?

» How can we specify, predict, and measure system

performance as effectively as possible?

http://www.knaw.nl/Content/Internet KNAW/publicaties/pdf/20111029.pdf



Fading Trust in Internet

Dependency
Trust

Research
Gap!

1980 2017



Mission

Can we create smart and safe data processing systems that can be
tailored to diverse application needs?
e Capacity
— Bandwidth on demand, QoS, architectures, photonics, performance
e Capability
— Programmability, virtualization, complexity, semantics, workflows

* Security
— Anonymity, integrity of data in distributed data processing

e Sustainability

— Greening infrastructure, awareness

o Resilience

— Systems under attack, failures, disasters
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What Happens in an Internet Minute?

20 47,000 61,141

New victims of App downloods Hours of music
identity theft

20 million 3,000
Photo views Photo uploods

204 million 583,000

/[n sales

100,000
New tweets

PANDORA

6 million
Logins Focebook views

2+ million 7 \@

Search queries

And Future Growth is Staggering |es . | 1mie — D
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Reliable and Safe!

This omnipresence of IT makes us not only strong but also
vulnerable.

c A , @ , or a system failure iInstantly
around the world.

Hard Drive Cost per Gigabyte

1980 - 2009

The hardware and software that allow all our
systems to operate is becoming bigger and more
complex all the time, and the capacity of networks
and data storage is increasing by leaps and
bounds.

1 Eflop/s

6 PFlop/s

12
10 Pflop/s
1 Pflop/s /Q//‘

] 76.5 TFlop/s
100 Trlop/4 p/

e S We will soon reach the limits of

10 Gflop/4 59.7 GHop/s

o what is currently feasible and
controllable.

https://www.knaw.nl/shared/resources/actueel/publicaties/pdf/20111029.pdf ; \_
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Wavelength Selective Switch

Per fiber: ~ 80-100 colors * 50 GHz

Per color: 10 — 40 — 100 Gbit/s New: Hollow Fiber!

BW * Dista ~ 2%107 bm/
IPHAfee > =>» less RTT! N
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Digital technology reviews L

'ech XO provied latest Digital Technology reviews like digital camara,digital lens reviews,digital «

You Are Here : Digital Technology Reviews » Network Devices » Next Generatio
Throughput With

Wireless Networks W

<1l Next GereratioimWireless LAN Technology
11+ 802.1{ac 1 Gbps thjoughput with

Published By 9gdmin under Netwg#k Devices Tags: 1gbps throughput, 1gbps
wireless, 1gbps wirelé ans, generatig, new generation, technologies,

technology, throughput, wireless, wireless Ia

WiFi is one © e most
preferred communicate
protocol LAN due to the easy comparison and convenience in the digital home. While
consumer PC products has just started to migrate to a much higher bandwidth of 802.11n

wireless LAN now working on next-generation standard definition is already in progress.
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protocol LAN due to the easy comparison and convenience in the digital home. While
consumer PC products has just started to migrate to a much higher bandwidth of 802.11n

wireless LAN now working on next-generation standard definition is already in progress.




The GLIF - LightPaths around the World

F Dijkstra, J van der Ham, P Grosso, C de Laat, “A path finding implementation for multi-layer
networks”, Future Generation Computer Systems 25 (2), 142-146.
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Amsterdam is a major hub in The GLIF

F Dijkstra, J van der Ham, P Grosso, C de Laat, “A path finding implementation for multi-layer
networks”, Future Generation Computer Systems 25 (2), 142-146.




ExoGeni1 @ OpenlLab - UvA

Installed and up June 3th 2013
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Alien light
rom 1dea to
realisation!

taimmoaP,

40Gb/s alien wavelength transmission via a
multi-vendor 10Gb/s DWDM infrastructure

Alien wavelength advantages

- Direct connection of customer equipment!"
-> cost savings

- Avoid OEO regeneration - power savings

- Faster time to servicel! > time savings

- Support of different modulation formats®

- extend network lifetime

Alien wavelength challenges

- Complex end-to-end optical path engineering in
terms of linear (i.e. OSNR, dispersion) and non-linear
(FWM, SPM, XPM, Raman) transmission effects for
different modulation formats.

- Complex interoperability testing.

- End-to-end monitoring, fault isolation and resolution.

- End-to-end service activation.

In this demonstration we will investigate the perfor-
mance of a 40Gb/s PM-QPSK alien wavelength instal-
led on a 10Gb/s DWDM infrastructure.

New method to present fiber link quality, FOM (Figure
of Merit)

In order to quantify optical link grade, we propose a new
method of representing system quality: the FOM (Figure
of Merit) for concatenated fiber spans.

= L, span losses in dB
(5 N, number of spans

B | 5504 Easy-to-use formula that accurately quantifies
C | 1897 transmission system performance

Transmission system setup

JOINT SURFnet/NORDUnet 40Gb/s PM-QPSK alien wave-
length DEMONSTRATION.

End-to-end FoM = 1400 ‘ 1

VA
r4

12

416km TWRS
Alcatel-Lucent
wnar e

640km TWRS
Nortel

[ sx106b/s @ 10064z

5x10Gbis @ S0GHz

Test results

— Endime

Error-free transmission for 23 hours, 17 minutes - BER < 3.0 10°1¢

Conclusions

- We have investigated experimentally the all-optical
transmission of a 40Gb/s PM-QPSK alien wavelength
via a concatenated native and third party DWDM
system that both were carrying live 10Gb/s wave-
lengths.

- The end-to-end transmission system consisted of
1056 km of TWRS (TrueWave Reduced Slope) trans-
mission fiber.

- Wedemonstrated error-free transmission (i.e. BER
below 10-15) during a 23 hour period.

- More detailed system performance analysis will be
presented in an upcoming paper.

NCRTEL NORDUnet . s | oo %
NORDUnet indos (e
REFERENCES [1] “OPERATIONAL SOLUTIONS FOR AN OPEN DWDM LAYER", O. GERSTEL ET AL, OFC'2009 | [2] “AT&T OPTICAL TRANSPORT SERVICES”, BARBARA E. SMITH, OFC'09

[3] "OPEX SAVINGS OF ALL-OPTICAL CORE NETWORKS", ANDREW LORD AND CARL ENGINEER, ECOC2009 | [4] NORTEL/SURFNET INTERNAL COMMUNICATION
ACKNOWLEDGEMENTS  WE ARE GRATEFUL TO NORDUNET FOR PROVIDING US WITH BANDWIDTH ON THEIR DWDM LINK FOR THIS EXPERIMENT AND ALSO FOR THEIR SUPPORT AND ASSISTANCE
DURING THE EXPERIMENTS. WE ALSO ACKNOWLEDGE TELINDUS AND NORTEL FOR THEIR INTEGRATION WORK AND SIMULATION SUPPORT
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[3] "OPEX SAVINGS OF ALL-OPTICAL CORE NETWORKS", ANDREW LORD AND CARL ENGINEER, ECOC2009 | [4] NORTEL/SURFNET INTERNAL COMMUNICATION
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ClearStream @ TNC2011
Setup UVA Copenhagen

codename: , :
Fliah iPerf iPerf . .
S . 173.2 GHz Q-core Amd Ph Il 3.6 GHz HexC IPert iPerf

2* dual 2.8 GHz Q-core

Mellanox
Mellanox

40G E

CE Hamburg
CIENA DWDM

Alcatel DWDM
:@-' 17 ms RTT '_' '
27 ms RTT

Amsterdam — Geneva (CERN) — Copenhagen — 4400 km (2700 km alien light)




surf to http://tnc.delaat.net/thc11

Amsterdam (UvA) Live RX Traffic Copenhagen POP RX Traffic

P2 7N b 4 Y R
v v NN Y
5 T &~
PSR — g
B cth0 RX on tn-uva- B ethO RX on th-uva-r ethO RX on th-cpg- ethO RX or [

27.99 Gbps to Amsterdam <-> 31.45 Gbps to Copenhagen
Total Throughput 59.44 Gbps RTT 44,010 ms



Server Architecture

4P Socket G34 Server Platform
12/8 core Processor Support

Intel” Xeon® Intel* Xeon®
Processor Processor
S600/5500 5600/5500
Series Series

I I J Non—':c;?;erent l l J

T SR56x0 SR56x0
/o /0

I— virtualization virtualization —

Ethernet
Controller

Supermicro X8DTT-HIBQF
2 x Intel Xeon

DELL R815
4 x AMD Opteron 6100



CPU Topology benchmark

cpu3

1.8E+10

1.6E+10

14E+10

¢ )UC’ Bandwidth (bps)

0123456789 101112131415161718192021%%232%%;26272829303132333435363738394041424344454647
ore

We used numactl to bind 1pert to cores



Mission

Can we create smart and safe data processing infrastructures that
can be tailored to diverse application needs?
e Capacity
— Bandwidth on demand, QoS, architectures, photonics, performance
e Capability
— Programmability, virtualization, complexity, semantics, workflows

* Security
— Anonymity, integrity of data in distributed data processing

e Sustainability

— Greening infrastructure, awareness

o Resilience

— Systems under attack, failures, disasters
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Connections:
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Mutitayer Visualization
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L ———
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10Gbps.

@m—Virtual Router Redunda

‘Access Protocol (VRRP)

1 Gbps Connections:
XD-CENIC1 - UCI Connection 1
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67.58.42.62

Authoritative DNS: ; K (NS1.Optiputer.net) ¥ 5
ns1.optiputer.net e s SUNLIGHT CORE

ns2.optiputer.net : : ! CALIT2

CAMERA
CINEGRID
GREENLIGHT
KAUST
OCEAN OBSERVATORIES
OPTIPUTER
QUARTZITE




LinkedIN for Infrastructure  *®

* From semantic Web / Resource Description Framework.
* The RDF uses XML as an interchange syntax.
« Data is described by triplets (Friend of a Friend):

@ Predicate
—
Object
/ Subject Object
Subject
. Object
Object .

name description located At hasInterface

connectedTo capacit encodingType encodinglLabel




Network Description Language

Article: F. Dijkstra, B. Andree, K.

Choice of RDF instead of XML syntax roymans, J. van cer fam, B 510sso,
. de Laat, ulti-Layer Networ
Grounded modeling based on G0805 description: Model Based on ITU—T}z;.805”

nu Device "J about= ‘#Forcell" >
ndl:hasinte v "d"'f:iQU'iE*
“#Forcell lt y
o /ndl:Device>
<ndl:Interface rdf .about="#Forcel0:te6/0">
<rdfs:label>te6/0< /rdfs:label>
<ndl:capacity>1.25E6</ndl.capacity>
<ndlconf:multiplex>
dicap:adaptation rdf.resource=
o Q O Q "#Tagged-tthernet-in-tEthernet”/ >

JUEILY Value
esource="#MTU-15000byte" />
<ndlcor

dico nel rdf.about=
‘#ForcelOited/0vland™>

\ ,_- .:-' l- —— —. ,\
'Pﬁrn‘mm L

</ndl:Interface>



Multi-layer descriptions in NDL
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T 7Yy vv .y

~ lyrpl ¥V VY VY
L) .m. e ®
SONET switch Eth L & SONET switch
End with SON‘E}“‘* = SONET with End
host Ethernet intf. swite switch Ethernet intf. host
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Location
~ tedAt
Network Object \oc2
K name: string . .
ghas\——‘ iy existsDuring Lifetime
- version: serial sequence of (start,end)
Ordered List
ordered list of Network
Objects

Bidirectional Link

isSerialCompoundLink

pastt® W
Link

logical (virtual) directed ] Link Group
data transport between haslink Collection of Links
Ports layerencoding: URI

Proy; eelinK
layerencoding: URI 'deSLink p(o\J\deS\'
0-1

Switching Service
Ability to create a Link

(cross connect) 6\/\&
@
hasSgrvice Topology
connected graph [f1as o}JoIogy
version: <serial>

isSource
isSource

Label hasNode Label Group
labelencoding: URI labelencoding: URI
value: type dependant Node value: type dependantl

A device, or partition of
a device

implel tedBy

Adaptation
Service
Ability to create a given
adaptation

\eo\e,\ge\)\

DeAdaptation

Service
Ability to create a given

b 3
: ! rou
Port proY deadaptation N

logical (virtual) directed hasPort Port Group
interface at a certain Collection of Ports
layer layerencoding: URI

layerencoding: URI /

Bidirectional Port




Network Topology Description

Network topology research supporting automatic network provisioning
* Inter-domain networks

* Multiple technologies

* Based on incomplete information

* Possibly linked to other resources

- ~~

4—‘
'''''''

http://redmine.ogf.org/projects/nml-wg
http://redmine.ogf.org/projects/nsi-wg http://sne.science.uva.nl/ndl
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CineGrid Description Language

ClneGrld ’S an Iﬂl!lail\'e 10 faCIllfafe ‘he Elament descrigtion Omizlogy descrigtion
exchange, storage and display of high-quality

digital media. S :
C naam

The CineGrid Description Language (CDL)
describes CineGrid resources. Streaming,
display and storage components are
organized in a hierarchical way.

SQWRL is used to query the

CDL has bindings to the NDL ontology that Ontology.
enables descriptions of network components -
and their interconnections. ety comategt A

Applications and
Networks become

With CDL we can reason on the CineGrid
infrastructure and ils services.

UML representation of CDL

aware of each
other!

odl-ams. ow

CDL links to NDL using the owl:SameAs property. COL defines the services, NDL the network interfaces
and links. The combination of the two antologies kKenbfias the hast pairs that support malching services
via exssting natwork connections

coL NDL
—_—— - - [N "W
LIRS ¥ e
-~ + LY =
—~~ L ..fl «
¢ = -

. whmagrid. nl | Ranp s A wbaegrid. sry Nalph Mol et n L -l

GigaPort




Information Modeling

Define a common information model for infrastructures and services.
Base it on Semantic Web.

Projector
pixelsX
pixelsY

NTTDisplayService

Display
pixelsX
pixelsY

DisplayService

/\/ Host pixelsX

Device <]__ hostName pixelsY
dentifier 0S NFSStorageService

SAGEDisplayService

A/

Element 1 providesService Service StorageService
* totalDiskSpace

providedBy freeDiskSpace iRODSStorageService

Group Cluster
Description <]”\ hasElements:
hasElgments (Host)

StreamService

capabilities NTTStreamService
maxStreams

Node
hasElements:(not
Node or
NExchange)

AN
Exchange
hasElements:(not
Exchange)

SAGEStreamService

J. van der Ham, F. Dijkstra, P. Grosso, R. van der Pol, A. Toonk, C. de Laat R.Koning, P.Grosso and C.de Laat

A distributed topology information system for optical networks based on the Using ontologies for resource description in the CineGrid Exchange
semantic web, Elsevier Journal on Optical Switching and Networking, Volume 5, In: Future Generation Computer Systems (2010)
Issues 2-3, June 2008, Pages 85-93




Envisioned role of the SPG: define slice archetypes?

_________________________________________________________________________________________________________________________ ~ Slice
Ciloel Creation
defense |
level
Service
Provider

Group level

Aggregate
Manager

Service
Provider
Infrastructure
Level



SNE - Mission

Can we create smart and safe data processing systems that
can be tailored to diverse application needs?

 Capacity

— Bandwidth on demand, QoS, architectures, photonics, performance
e Capability

— Programmability, virtualization, complexity, semantics, workflows
e Security

— Policy, Trust, Anonymity, Privacy, Integrity
e Sustainability

— Greening infrastructure, Awareness

e Resilience

— Failures, Disasters, Systems under attack



SARNET: Security Autonomous Response
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Cees de Laat
Leon Gommans, Rodney Wilson, Rob Meijer
Tom van Engers, Marc Lyonais, Paola Grosso, Frans Franken,
Ameneh Deljoo, Ralph Koning, Ben de Graaff, Stojan Trajanovski, Gleb Polevoy

S\=

& | UNIVERSITY OF AMSTERDAM m

m AIRFRANCE KL M
[ J S — V—

LOMMIT/




Cyber security program

Research goal is to obtain the
knowledge to create ICT systems that:

— model their state (situation)

— discover by observations and reasoning if and how an
attack 1s developing and calculate the associated risks

— have the knowledge to calculate the effect of counter
measures on states and their risks

— choose and execute one.

In short, we research the concept of networked
computer infrastructures exhibiting SAR: Security

Autonomous Response. S\ —



Context & Goal

Security Autonomous Response NETwork Research

SARNET Alliance

Strategic Level

Tactical Level

Operational
Level

SARNET

Ameneh Deljoo (PhD):

Why create SARNET Alliances?
Model autonomous SARNET
behaviors to identify risk and benefits
for SARNET stakeholders

Stojan Trajanovski (PD):

Determine best defense scenario
against cyberattacks deploying
SARNET functions (1) based on
security state and KPI information (2).

Ralph Koning (PhD)

Ben de Graaff (SP):

1. Design functionalities needed to
operate a SARNET using SDN/NFV
2: deliver security state and KPI
information (e.g cost)



Status SARNET Operational Level

Laboratory: ExoGeni & PRP
Fieldlab with KLM & CIENA
OSA-Optical Forum Conference paper [1]
CoreFlow
Berkeley Internship 2016
SC16 INDIS workshop paper [2]

Control loop
ToDO ‘18
Learn Detect
SC16 demo plus poster
Salt Lake City (UT)
Respond Analyze  |EEE Sec-Virtnet 2016 paper [3]
SC15 demo plus poster ~
Austin (TX) Decide

SC16 demo plus poster
Salt Lake City (UT)

Paper: R. Koning, A. Deljoo, S. Trajanovski, B. de Graaff, P. Grosso, L. Gommans, T. van Engers, F. Fransen, R. Meijer, R. Wilson, and C. de Laat, "Enabling E-Science Applications with
Dynamic Optical Networks: Secure Autonomous Response Networks ", OSA Optical Fiber Communication Conference and Exposition, 19-23 March 2017, Los Angeles, California.
Paper: Ralph Koning, Nick Buraglio, Cees de Laat, Paola Grosso, "CoreFlow: Enriching Bro security events using network traffic monitoring data", SC16 Salt Lake City, INDIS workshop,
Nov 13,2016.

Paper: Ralph Koning, Ben de Graaff, Cees de Laat, Robert Meijer, Paola Grosso, "Analysis of Software Defined Networking defences against Distributed Denial of Service attacks", The
IEEE International Workshop on Security in Virtualized Networks (Sec-VirtNet 2016) at the 2nd IEEE International Conference on Network Softwarization (NetSoft 2016), Seoul Korea,
June 10, 2016.



SC16 DEMO STARNET Operational Level

sa rl%et

SARNET demo

Control loop delay:
. . +

By using SDN and contalnerized NFV, the
SARNET agent can resolve network and
application level attacks.

From this screen, you can choose your attack
and see the defensive response.

Traffic layers
Toggle the visibility of the traffic layers:

Physical links Traffic flows

Choose your attack

Start a Distributed Denial of Service attack from all upstream ISP networks:

UDP Digs

Start a specific attack originating from one of the upstream ISP networks:

Origin: e2.edge2.as400

CPU utilization  Password attack

Normal operation

wobshop?

|
f @.-rmmm
mmh

Object information

e2.edge2.as400

<ND
compuTeRosKImace
coweyredtspeciricCE

s 2#wonaerNooeID
requesT#MASRESERVAT, ,
asquest#inDomain

CPU=PCT

router
1e81f761-db3b-4e3b-8ae3-2b4f60da0185#img-router
exogeni#X0Small

uva-nkwi1

request#Active

o ———— Edge domains flood
the network with UDP traffic

Lirx loac

10 25 40 55 M0 8BS

90

100 %



SC16 DEMO STARNET Operational Level

SARNET agent metrics

Network metrics Application metrics Control loop

Successful transactions: Abnormal UDP flows detected

Attacking domains are identified



SC16 DEMO STARNET Operational Level

Sa rélet

SARNET demo

Control loop delay:
£ l +

By using SDN and contalinerized NFV, the
SARNET agent can resolve network and

application level attacks. c
400
From this screen, you can choose your attack

and see the defensive response.

Traffic layers
Toggle the visibility of the traffic layers:

Physical links Traffic flows

Choose your attack
Start a Distributed Denial of Service attack from all upstream ISP networks:
UDP DDoS

Start a specific attack originating from one of the upstream ISP networks:

Origin: e2.edge2.as400

CPU utilization Pasworg attack

Normal operation

#5500

O.ﬂ chop?

ri=- — &\
- - Brovter

—_- { switch

Object information

e2.edge2.as400

router
1e81f761-db3b-4e3b-8ae3-2b4f60da0185#Img-router
exogeni#XOSmall

uva-nk-wi

request#Active

| iro rdfih I N

oy
vm

pu-rcr 28

Traffic is rerouted to an IDS container

Lirx loac
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SC16 DEMO STARNET Operational Level

SARNET agent metrics

Application metrics

CPU:

Successful transactions:

Control loop
Learr Detect
Respond ‘ Analyze
Decide
DETECT

DopbyodFVM
honeypolw 4.102

Attackers no longer reach the service

The honeypot captures attack details



Mission

Can we create smart and safe data processing infrastructures that
can be tailored to diverse application needs?
 Capacity
— Bandwidth on demand, QoS, architectures, photonics, performance
o Capability
— Programmability, virtualization, complexity, semantics, workflows

e Security
— Anonymity, integrity of data in distributed data processing

e Sustainability

— Greening infrastructure, awareness

e Resilience

— Systems under attack, failures, disasters



Software Defined Networking

What constitutes a Tb/s network?

think back to teraflop computing!
— MPI turns a room full of pc’s in a teraflop machine

massive parallel channels 1n hosts, NIC’s

TeraApps programming model supported by

— TFlops
— TBytes
— TPixels

— TSensors
— Thbit/s

MPI / Globus / Cloud

DAIS / MONETdb ...

SAGE

LOFAR, LHC, LOOKING, CineGrid, ...
OpenFlow & SDN

Virtualized Programmable Networks



User Programmable Virtualized Networks allows the results of
decades of computer science to handle the complexities of
application specific networking.

e The network is virtualized as a collection of
resources 10z

Eigenvalues[| 2 9 2
31 4

{9.484782381, 4.488378326, -1.973160708}

e UPVNs enable network resources to be
programmed as part of the application

Plot[Sin[13 x] + elJ[1. 3 +4]

0.4326156394 - 0. 4295057869 1

Sin[18 x]. {x. 0. 2}]

[t+5x+10x*+10x°+5x" + x°

e Mathematica, a powerful mathematical software

system, can interact with real networks using
UPVNs

aydata = {{0.444539. 0.908491}.
== \ {1.4486.1.84577}. {1.8734. 1.84577}....}

Fit[nydata, {1, x. 22}, x

application application
) E | &
A
A 4 A 4 A 4 A 4
network network network network
element element element element




Mathematica enables advanced graph queries, visualizations and real-

time network manipulations on UPVNs

Topology matters can be dealt with algorithmically
Results can be persisted using a transaction service built in UPVN

Initialization and BFS discovery of NEs

Needs ["WebServices "]

<<DiscreteMath Combinatorica’
<<DiscreteMath GraphPlot"
InitNetworkTopologyService["edge.ict.tno.nl"]

Available methods:

{DiscoverNetworkElements,GetLinkBandwidth,GetAlllpLinks,Remote,
NetworkTokenTransaction}

Global'upvnverbose = True;
AbsoluteTiming[nes = BFSDiscover["139.63.145.94"];][[1]1]
AbsoluteTiming[result = BFSDiscoverLinks["139.63.145.94", nes];][[1]]

Getting neigbours of: 139.63.145.94
Internal links: {192.168.0.1, 139.63.145.94}
()

Getting neigbours 0f:192.168.2.3

Internal links: {192.168.2.3}

Transaction on shortest path with tokens

139.63 #9503 140:63145.16 1921681 3
139.63145.3 39.63145.15
139633538\ 13916314518 /139 631450
6314531 A
139.63145.38 39 3145
\ 139.63.145.86
AU23.38391630149.3

139.63 '751 39145482
139.63145.63 \ PYoF1 4575
1397634 1/ 1396314587

139.63145.50 N

3 A4S0
139.63145:64 139634546
N

296314583
139.63 ,- 139763145.88
139.63445.65 '63 A/912 PN
|
1396544524, /

139.63445.66 IR0 -R 14849 85 145 85
£9.63/45.4
39
139.63445.43 139 11:; 145)0-63145.73
139.63445.68 139.63145.72

139634584530 14571

]
/ \ Network flows using real-time

- b bandwidth measurements

nodePath = ConvertIndicesToNodes [

ShortestPath]|[ g,

Node2Index[nids,"192.168.3.4"],
Node2Index[nids,"139.63.77.49"]1],

nids];

Print["Path: ", nodePath];

If [NetworkTokenTransaction[nodePath, '"green"]==True,
Print["Committed"], Print["Transaction failed"]];

Path:
{192.168.3.4,192.168.3.1,139.63.77.30,139.63.77.49}

Committed
ref: Robert J. Meijer, Rudolf J. Strijkers, Leon Gommans, Cee

e
N\

S

e

5 de Laat, User Programmable Virtualiized Networks, ~ P :
accepted for publication to the IEEE e-Science 2006 conference Amsterdam. _—;;g e —d



Basic operating system loop

Chrome File Edit View History Bookmarks Window . Heélp by '8 &P 0:19) do 26 jul. 03:10 MR QA.

8no localhost4567 fvi/7
€ c localhost: 4567 /vi/7 a,
* netapps (provider, zone) |= I

* connections

RwocuspONeRLS L5, M| i
I (edgu, =, i, r, v u VertexbDegree[n], vl = VertexList[a]), If[Length[s] <= 1, Return([{}]];

Modc: Bgthis] > 1,

info fake[, 21;

info edge mtorsaction eec;

draw engeh(i} >0, Deletelc, Positionfs, 1[[1]111], r=<l])

delete node L -]i.tap{t‘irnt')‘-np(Sort[w'-[(Pcntion['l, s21E13111) < vi[Position[vl, «2]1{[2]11]] &] &,
delete edge geQ[o, Undirectedsdge [edge[[2]], edou[[2]1]11],

Last result: | = Map [Last, Map|Sort s, w[[Position[vi, #] L[[1]1]]] < v[[Position[vl, =2][[1]]1]] &] &,
getting links 111

new petapp

Zone:

eu-west-1a: (< eu-west-1b: = eu-west-1¢c:  ghl-a:
gbl-b:  us-east-la: us-east-1b:  us-east-lc:  us-
east-1d: | us-west-2a: | us-west-2b: us-west-2¢:
us-west-1a: _us-west-1c: | _sa-east-1a: _sa-east-1b:

po-nontl[:: ] := Module[{v =
[Bicomponontu([=],
notion| (=}, Total[v[[Position[vl, #][[1]1]]] &/@x]][#i

mponoots

tu of c o
VertexbDegreefa], vl

sorted by edgo dogro
= VertexLista]},

{Punceton[(x), Total[+[[Pomitton[vi, #1{[1]]1]] & /@ =]][=2] 1}]
ap-northeast-1a:  ap-vortheast-1b: * ap-southeast-1a:
ap-southeast-1b: ArticulationVertices: ruwag
to a
Use canvas to change configuration R LCtots of Sailuxa . : ’
AxticulationVertices([s ] := CroateLinkReal [C tTwol S @0 MyBicomp ts[=2]]

}
B ] := GraphPlot [#, VertexLabeling -+ True, DirectedBdgos -» False)] & /@hist

Create generator

« number of vims
« preferential atachment algorithm (take into account

geoip)
b
1 PP T ‘ﬁ 1] X ¥ 1!
127.0.0. 1 - - [2 in[2):. Position({(a, Start the dynamics, such that fated gruph will trigger the function call and display the graph when the network changes.
get links: {"vid" Az1= ((1, 33, (2, 134
. " " z {168 Dynamic[ResolveArticulationVertices [network] ]
links: ["13135", ; f :
127 0 0 1 [26 Dynamic[MyPlot [network] ]
local request: lo Find ail positions at it
add link: {:src=x [1):~ Position[(l+x i (RdgeQ(%, 1 — 2], Bdgo@(h, 2 — 1), Bdg - 3 , L v ] -
args: [“rudolf@st : 1, 23, (33, (4 True, Truo, Faloe
enqueue: queueine
Find only those dow| Test directos edges: I 2 ’ 2 3 2
Delete All Méssaces S s
= - U b Tk — 1 CycleGraph (7, DirectedEdges -+ True, \
creaving: (13175 I3T27 BAanStwln + Arrowhonds [Madium] . Rdal
13125, 13127} notwork = Graph[{l <-> 2, 2<¢-> 3, 3<->1,3<->4,4<->5,5<->6)];

13125, 13124 GraphPlot [natwork, VertexLabeling -+ Truec, DiroctediEdges -+ Falso]



Main problem statement

e Organizations that normally compete have to bring data
together to achieve a common goal! Strategic Level

e The shared data may be used for that goal but not for
any other!

e Data may have to be processed in untrusted data
—— Tactical
— How to enforce that using modern Cyber Infrastructure?
— How to organize such alliances?

— How to translate from strategic via tactical to operational level?

Operational Level

— What are the different fundamental data infrastructure models
to consider?



Big Data Sharing use cases placed in airline context

Aircraft Component Health
Monitoring (Big) Data
NWO CIMPLO project
45FTE

Global Scale

LS e T A —— e

)

National Scal
ational Scale Cargo Logistics Data

(C1) DaL4LoD
(C2) Secure scalable
policy-enforced
distributed data
Processing

(using blockchain)

) 2

City /
regional Scale

) 2

] ] Cybersecurity Big Data
Campus / NLIP iShare project NWO COMMIT/

Enterprise Scale 2% :
T SARNET project
N 29 %J'\ 3.5 FTE

A
SN
2y

ISHARE

@ S\- System and Network Engineering AIR FRANCE#LKLM




28 Ambition to put capabilities into fieldlab

ADELTA

Digital Airport
AMS

{ BOEING

CDG

GEN!I Testbed

LLight
Lightpath

ciena
100 Gb/s

100 Gb/s

Big Data sharing

il

——— "

AL

'\( Google )

ATL

SARNET
Capable
Cyber-
defense

oo W, =54
INTERNET!
' THINGS-

LR OSSR LR

O Field Lab
Data Fast Data Replication “— J
Transfer
Node SAGE2

SAGE2
Server

10 Gb/s

)

Application & Service
chains deployed in
private and secure
Internet slices

Private & Secure
Collaboration

AF/

KLV

4
000®
B===m

S\-

Re-enforcing ICT preconditions:

Each envisaged site has similar elements
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AIRFRANCE Z KLM



Data Processing models

Bring data to computing

Bring computing to data

Bring computing and data to (un)trusted third party

A mix of all of the above

Block chain to record what happened
Block chain for data integrity

Bring the owner of Data in control!

Data owner policy + PEP technology



1Grid2005
The VM Turntable sCc2005
Demonstrator

Seattle

Dynamic
Lightpaths

Amsterda

hitless remote
rendering

VMs

The VMs that are live-migrated run an iterative search-refine-search workflow
against data stored in different databases at the various locations. A user in
San Diego gets hitless rendering of search progress as VMs spin around



Experiment outcomes
Note, this was in 2005!

We have demonstrated seamless, live migration of VMs over WAN

For this, we have realized a network service that
Exhibits predictable behavior; tracks endpoints
Flex bandwidth upon request by credited applications

Doesn’ ire Deak provisioning of network resources

g€lining bounds the dOY
San Diego — Amsterdam,
3ck to back, 1GE, R 0.2-0.5 msec, downtge = ~0.2 sec”

DT U0 paper. Different workloads

time in spite of high R
E, RTT = 200 msegfdowntime <= 1 sec

VM + Lightpaths across MAN/WAN are deemed a powerful and general
alternative to RPC, GRAM approaches

We believe it's a representative instance of active cpu+data+net
orchestration

F. Travostino, P. Daspit, L. Gommans, C. Jog, C.T.A.M. de Laat, J. Mambretti, |. Monga, B. van Oudenaarde, S. Raghunath and P.Y. Wang, "Seamless
Live Migration of Virtual Machines over the MAN/WAN", Future Generation Computer Systems, Volume 22, Issue 8, October 2006, Pages 901-907.



Secure Policy Enforced Data Processing

Bringing data and processing software from competing organisations together for common goal
Docker with encryption, policy engine, certs/keys, blockchain and secure networking

Data Docker (virtual encryped hard drive)

Compute Docker (protected application, signed algorithms)

Visualization Docker (to visualize output)

,Org 2

Untrusted Unsecure Cloud or SuperCenter

Secure Virtual PC

Data-1 % % Comp
R R

Org 3.~ Org 4




Pacific Research Platform testbed involvement

uw/ ) Pacific Research Platform

PNWGP _
Seattle Pacific Wave CalREN HPR

Research goal: CENC
Explore value of / intemet2 P Participants
academic Berkeley Seattle CONIEawardss
network research

O noONCC-NIE awardee

capabilities that
enable innovative @
ways & models to
share big data assets

Polo Alto O\, \

NASA Ames/ San Jose ¢ 7 \) 39
NREN
Sol da s yi ‘ R
‘ PRP Partners include: - s \
ANE

Univ. of Hawaii System
PACIFIC RESEARCH Montana State Univ.

PLATFORM Northwestern Univ. an Luis

ExoGENI

@ Testbed

NCAR Obispo
uiCc

Chameleon

KISTI/KREONet / Los
Univ. of Tokyo " Nettos

MREN

StarLight @ o
Los Angele

UVA w

AARNet .

NCSA

Clemson Univ.

E S \= Syste m and Network En g ineerin g Note: this diagram represents a subset of sites and connections. AIR FRANC EK LM




Networks of ScienceDMZ’s & SDX’s

Internet
Peer ISP’s

o client 1

o client 2

Supercomputing
centers
(NCSA, ANL, LBNL)

Petabyte email service ©

DMZ Contains a DTN



Mission

Can we create smart and safe data processing infrastructures that
can be tailored to diverse application needs?

Capacity

— Bandwidth on demand, QoS, architecturg

LC.sB rmance

tics, Vilkflows

ility

— Greening infrastructure, awareness

Sus

Resilience

— Systems under attack, failures, disasters



“Show Big Bug Bunny in 4K on my Tiled Display using
green Infrastructure”

* Big Bugs Bunny can be on multiple servers on the Internet.

* Movie may need processing / recoding to get to 4K for Tiled Display.
* Needs deterministic Green infrastructure for Quality of Experience.

e Consumer / Scientist does not want to know the underlying details.

= His refrigerator also just works!



Domain Domain cee see Domain Domain
Apps Apps Apps Apps

Pyt Vit

<

Chromium SAGE ocCcl GIR SNMP  PerfSonar Cassandra Hadoop WSRF WebServ
CGLX MTP JSDL UR OpenFlow ICMP iRODs Storm SensorML [INSPIRE
SDN / NSI OGSA-DAIS
rssmmEE. SRS —
wie | | Hiny s
Bt | '3




The Big Data Challenge

Doing Science ICT to enable Science

orkflows
Schedulers

to act

Data XML, RDF, rSpec,
a.o. from ESFRI's SNMP, Java based, etc.




The Big Data Challenge

Doing Science ICT to enable Science

Scientists live here!

Schedulers

MAGIC DATA CARPET

curation - description - trust - security - policy — integrity

Data XML, RDF, rSpec,
a.o. from ESFRI's SNMP, Java based, etc.




TimelLine

Compute GRID
C C++
RPC Cloud Apps
Fortran MPI
ASM Templates
?
Networks NFV

Ethernet W SDN
1 TCP OpenFlow

1950 1960 1970 1980 1990 2000 2005 2007 2010 2015



The constant factor 1n our field 1s Change!

The 50 years it took Physicists to find one particle, the Higgs,
we came from:

Assembler, Fortran, COBOL, VM, RSX11, Unix, c, Pascal,
SmallTalk, DECnet, VMS, TCP/IP, c++, Internet, WWW,
ATM, Semantic Web, Photonic networks, Google, Grid,
Phyton, FaceBook, Twitter, Cloud, SDN, Data’3, App’s

to:

DDOS attacks destroying Banks and BitCoins!

Conclusion:

Need for Safe, Smart, Resilient Sustainable Infrastructure.



p pF | o~
Because we can!



Questions?

Pieter Hijma
—Pieter Adriaans

=Balalm I]mhanuRalph Koning
B = \uiDemchenko =

Jun Yiao=> = Michael Gerhards
Uraz Seddigh.= Shovan NieuwpooriE3

M|kuIaJ Baranowski

Ameneh DeljooNrin Verstraated

Lukasz Makowski _
lhimngZhae =
Ana Oprescu-=

ByeI

Daniel M
Guido van t Noordende

AnnaVarb

0
Paul Martnens Dikman

Hu
o

http://delaat.net

http://sne.science.uva.nl

|

Bl

http:// www.0s3.nl/

http://sne.science.uva.nl/openlab/

http://pire.opensciencedatacloud.org

http://staff.science.uva.nl/~delaat/pire/

https://rd-alliance.org

http://envri.eu
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SC16 DEMO STARNET Operational Level



