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Main problem statement

e Organizations that normally compete have to bring
data together to achieve a common goal! Strategic Level

» The shared data may be used for that goal but not for
any other!

» Data may have to be processed in untrusted data
centers.

— How to enforce that using modern Cyber Infrastructure?

Tactical

— How to organize such alliances?

— How to translate from strategic via tactical to operational
level? Operational Level

— What are the different fundamental data infrastructure models
to consider?



Big Data Sharing use cases placed in airline context
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SAE Use Case envisaged resea rch collaboration
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Example model: Policy Enforced Data Processing

Bringing data and processing software from competing organizations together for common godl

» Docker with encryption, policy engine, certs/keys, blockchain and secure networking
» Data Docker (virtual encrypted hard drive)
) » Compute Docker (protected application, signed algorithms)
Visualization Docker (to visualize output)
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Ambition to put capabilities into fieldlab

>
&/

AIRBUS

ADELTA

Schiphol Group
ns!

Digital Airport
AMS

CDG
ATL

S\-

Lie

GENI Testbed

ciena
ioht|100 Gb/s

ightpath

(Go@e)

SARNET

o gt
HANTERNETS
=l THINGS*

Wedae oY th

SAGE2
Server

Si( .
Fi
Big Data sharing .
Data Fast Data Replication \Zieldtav )
100 Gb/s Transfer
Node SAGE2

10 Gb/s

Capable
Cyber-
defense

>

Application & Service
chains deployed in
private and secure
Internet slices

Private & Secure
Collaboration

AF/

KLM

+
Q006
o]

Re-enforcing ICT preconditions:

Each envisaged site has similar elements
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UvA OpenlLab
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Pacific Research Platform testbed involvement

uw/ Y Pacific Research Platform
PNWGP

Seattle Pacific Wave CalREN HPR

Research goal: cEne
Explore value gf Internet2 P Participants
academic Berkeley Seattle CC-NIE awardee
network research

O nONCC-NIE awardee

capabilities that
enable innovative
ways & models to
share big data assets

+
0000
—

KLM
NET
M__Light/

¥

ExoGENI
Testbed

.-\

Polo Alto O\ \3

NASA Ames/
NREN
‘ PRP Partners include:

Univ. of Hawaii System
PACIFIC RESEARCH Montana State Univ.

PLATFO RM Northwestern Univ. San Luis

NCAR Obispo

MREN

StarLight
/ Los

uic
\.Ngt@ San Diego

Chameleon

UvA
E S \= System and Network Engineering Note: this diagram represents a subset of sites and connections. AIR FRANCE A KLM
R

Internet2

AARNet
KISTI/KREONet
Univ. of Tokyo
NCSA

Clemson Univ.




Networks of ScienceDMZ.’s & SDX’s
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Validation Fieldlab and Dissemination
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Experimental facilities from day one!
Proof of concepts demonstrating secure data sharing
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Q&A

Program at Global Summit 12 in Washington DC April 2017:
15h00 Cees de Laat, University of Amsterdam
Trusted Data Processing in Untrusted Environments.
15h05 Leon Gommans, Air France KLM
Trusted Big Data Sharing.
15h25 Rodney Wilson
Programmable Supernetworks, Science DMZ based Networking.
15h30 Panel of stakeholders Flash talks (~3 min each):
Inder Monga - ESnet - Data Science Driving Discovery.
Matt Zekauskas - Internet2 - Thoughts on Internet2 and Trusted Large Data Transfer.
Jerry Sobieski - NORDUnet - Issues of Big Data Sharing in a Global Science Collaboration.
Adam Slagell — NCSA - What are we trusting?
15h45 Panel discussion moderated by Cees de Laat
16h00 End of session.
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