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1,572,877 GByte/minute =
(8*1,572,877*10^9/60 bit/s)/(10*10^12 bit/s per fiber) =

21 fibers with each about 100 * 100 Gb/s channels 
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Moore’s and Kryders Law
This omnipresence of IT makes us not only strong but also 
vulnerable.
• A virus, a hacker, or a system failure can instantly send digital 

shockwaves around the world. 

The hardware and software that allow all our 
systems to operate is becoming bigger and more 
complex all the time, and the capacity of networks
and data storage is increasing by leaps and 
bounds.

We will soon reach the limits of 
what is currently feasible and 
controllable. 

http://www.knaw.nl/Content/Internet_KNAW/publicaties/pdf/20111029.pdf



Trends in Networking

… more users!

… more data!

… more realtime!
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Why NREN’s?
• Capacity in commercial world much bigger now!
• We don’t have scientific water, electricity!
• However, we need an NREN if and only if:

1. Need feature not delivered on market
• E.g. dark fiber for SKA, new protocols, SDN/SDX

2. Business model does not fit our needs
• E.g. not willing to deliver dark fiber, only services we don’t need

3. Law, privacy, policy or security reasons
• E.g. data privacy shield, medical data, safe email

• NREN’s & Supercenters have opportunity to work 
on integrated end to end services!



Yesterday’s Media Transport Method 
on the KL601 AMS-LAX-SAN!

8 TByte



The GLIF – LightPaths around the World
F Dijkstra, J van der Ham, P Grosso, C de Laat, “A path finding implementation for multi-layer 
networks”, Future Generation Computer Systems 25 (2), 142-146.



Amsterdam is a major hub in The GLIF
F Dijkstra, J van der Ham, P Grosso, C de Laat, “A path finding implementation for multi-layer 
networks”, Future Generation Computer Systems 25 (2), 142-146.



Alien light
From idea to 
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ExoGeni @ OpenLab - UvA

Installed and up June 3th 2013

Connected via the 
new 100 Gb/s 

transatlantic
To US-GENI



Ciena’s CENI topology

Ottawa - Chicago Infrastructure
Canarie MANLAN link

ESnet alt route segment
Link to Ciena Station Ridge HQ



National Science Foundations ExoGENI racks, installed at UvA (Amsterdam), Northwestern University 
(Chicago) and Ciena’s labs (Ottawa), are connected via a high performance 100G research network and 

trans-Atlantic network facilities using the Ciena 8700 Packetwave platform. This equipment configuration is 
used to create a computational and storage test bed used in collaborative demonstrations.

CENI, International extension to University of Amsterdam 
Research Triangle Project.   Operation Spring of 2015

iCAIR
(Chicago)

Ciena
(Ottawa)

Amsterdam
University



http://en.wikipedia.org/wiki/File:Ciena_Logo.png


Participation in Pacific Research Platform

.
ExoGENI
Testbed

Link using ESnet
DTN technology



“Learning by Doing”
Early CineGrid Projects

CineGrid @ iGrid 2005 CineGrid @ AES 2006

CineGrid @ GLIF 2007CineGrid @ Holland Festival 2007



4K interactive digital cinema color grading
realtime 4K uncompressed streaming over IP

CinePOST@Prague                 Calit2@San Diego



Directing Remote Live Shoot of Virtual Set Acting 
with Live Compositing in the Cloud

Live action camera, actors, green screen at NFTA (Amsterdam #1)
Virtual set compositing at SARA (Amsterdam #2)
Remote viewing and direction at UCSD/Calit2 Vroom (San Diego)



Trucks of Tapes
WSJ Nov 30, 2016

1 fiber does about 16 Tbit/s
= 2 Tbyte/s

⇒ 500000 s/ExaByte
⇒ One week/ExaByte

1 fiber does
100 Petabytes

in one day,
if you can fill it!



Science-DMZ
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Basic operating system loop






Secure Policy Enforced Data Processing

Data-1

Data-2

Comp

Viz

Untrusted Unsecure Cloud or SuperCenter
Org 1 Org 2

Org 3 Org 4

• Bringing data and processing software from competing organisations together for common goal
• Docker with encryption, policy engine, certs/keys, blockchain and secure networking
• Data Docker (virtual encryped hard drive)
• Compute Docker (protected application, signed algorithms)
• Visualization Docker (to visualize output)

Secure Virtual Data
Processing Vault



I want to

“Show Big Bug Bunny in 4K on my Tiled Display using
green Infrastructure”

• Big Bugs Bunny can be on multiple servers on the Internet.
• Movie may need processing / recoding to get to 4K for Tiled Display.
• Needs deterministic Green infrastructure for Quality of Experience.
• Consumer / Scientist does not want to know the underlying details. 
 His refrigerator also just works!






Service Plane

eScience Middleware
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+ Machine Learning + Reasoning + Scheduling + …

…   …

GRID/Cloud
Computing



The Big Data Challenge
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MAGIC DATA CARPET
curation - description - trust - security - policy – integrity

Doing Science ICT to enable Science

Scientists live here!

Science App Store?



Machine Learning & Artificial Intelligence

• This is the era of Big Data & Machine Learning
• What if we apply ML&AI on all configuration, netflow and 

IDS data
•  SmartNetworks

– DoE workshop december 8-9 2016
– http://www.orau.gov/smarthp2016/

• Challenges
– How to get the user experience feed back to the ISP?
– Privacy, integrity and security issues
– Do we know what the AI actually learns?

• Harness the complexity, e.g. in IOT.
• It might actually come up with its own version of a packet travel ban! ;-)

http://www.orau.gov/smarthp2016/
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The constant factor in our field is Change!

The 50 years it took Physicists to find one particle, the Higgs, 
we came from:

Assembler, Fortran, Unix, c, SmallTalk, DECnet, TCP/IP, 
c++,  Internet, WWW, Semantic Web, Photonic networks, 

Google, grid, cloud, BIG Data, Twitter, SDN, AI
to:

DDOS attacks destroying Banks and Bitcoins.

Congratulations CESNET!
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