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Trends in computing
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— E.g. CORY, COMET
— Lofar & SKA
— LightSource experiments

— LHC

 Commercial world has huge capacity compared
with Science




Supers & Cloud

Science computing dwarfed by Cloud |

Sweet point between general computing (cloud) and
Mission computing

In 5 to 10 years science computers may be hard to defend

ClOlld pI’OVidGI’S So who has the world’s largest data center?
We’ve seen a lot of huge data centers in our travels,

— Economy of scale and have identified 10 that we believe are the
largest found anywhere. These data fortresses

— 24 *77 operations range between 400,000 and 1.1 million square feet.

— Big buying power -> define what the market delivers
— Logistics

— but no knowledge on Science algorithms
— =» Software as a Service!

— =» Learn to map algorithms to cloud!

http://www.datacenterknowledge.com/special-report-the-worlds-largest-data-centers/worlds-largest-data-center-350-e-cermak/ 1



Moore’s and Kryders Law

This omnipresence of IT makes us not only strong but also
vulnerable.

c A , @ , or a system failure iInstantly
around the world.

Hard Drive Cost per Gigabyte

1980 - 2009

The hardware and software that allow all our
systems to operate is becoming bigger and more
complex all the time, and the capacity of networks
and data storage is increasing by leaps and
bounds.

1 Eflop/s

6 PFlop/s

12
10 Pflop/g
1 Pflop/s /Q//‘

] 76.5 TFlop/s
100 Trlop/4 p/

— We will soon reach the limits of

10 Gflop/4 59.7 GHop/s

oo what is currently feasible and
controllable.

http://www.knaw.nl/Content/Internet KNAW/publicaties/pdf/20111029.pdf



ATLAS detector @ CERN Geneve
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1,572,877 GByte/minute =
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21 fibers with each about 100 * 100 Gb/s channels
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Amazon Uses Trucks to Drive Data Faster

Cloud-computing unit, Amazon Web Services, unveils new offerings at annual conference in Las Vegas

—

Trucks of Tapes

@ Netflix Now Lets
You Download, But
Many Top Shows Are
Off Limits

The tractor-trailer hauls a massive storage device, dubbed Snowmobile, in the form of a

45-foot shipping container that holds 100 petabytes of data. A petabyte is about 1 million

S gigabytes.

little less than six months, from about 26 years using a high-speed internet connection,

by the company’s calculations.

Musuiaig

Most Popular

g 1 fiber does about 16 Tbit/s

Least $1

= 2 Thytels

Coming

By JAY GREENE By LAURA STEVENS ® 4 COMMENTS ?fl'l:;;: — 50 00 00 SIExa Byte

Updated Nov. 30, 2016 7:19 p.m. ET

LAS VEGAS—In Amazon Web Services, Amazon.com Inc. has built one of the most - :> O n e Wee k/Exa Byte

powerful computing networks in the world, on pace to post more than $12 billion in :1::;11?;

revenue this year. Draws Q O r Sti c k J Oe a n d

P

n
But the retail giant on Wednesd osed isi to data fi 1 H RV
ut the retail giant on Wednes aypro.p se a.surprlsmgway. move a.a rom large Creator arvey ln a
corporate customers’ data centers to its public cloud-computing operation: by truck. Mac Died
for 2 months.

Networks can move massive amounts of data only so fast. Trucks, it turns out, can move it

faster. Choice S



Trends in Networking
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... more data! Trends 1n Networking
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SKA: Depending on analysis load & physics mode they want
to investigate to use SDN in real time to direct bursts of data

to different compute resources and do load balancing.

SKA Observatory - UK

Scheduler

Telescope Manager

Observation proposal tool

SKA1_MID - South Africa

Y

Telescope Manager

National research
and education
networks

»

A

!
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[.earned from

Scinet & INDIS
* 2013 -2016

— SDN

— Security

— Traffic management, policing, control

— Hybrid — optical ring - approach to reach Tb/s

e 2017 -2020
— NFV
- SDX

— DTN @ core =>»
petabyte email network

— Data abstractions (e.g. NDN)

== | s &;..i =




NFV & Security upstream

Internet
§ client 1

client 2

client 3

Peer ISP’s

'NFV!

M




Networks of ScienceDMZ.’s & SDX’s

Internet

Peer ISP’s

Petabyte email service ©

DMZ - contains DTN



Cyber security program

Research goal 1s to obtain the
knowledge to create ICT systems that:

— model their state (situation)

— discover by observations and reasoning if and how an
attack 1s developing and calculate the associated risks

— have the knowledge to calculate the effect of counter
measures on states and their risks

— choose and execute one.

In short, we research the concept of networked
computer infrastructures exhibiting SAR: Security

Autonomous Response. S\ —



Context & Goal

Security Autonomous Response NETwork Research

. Ameneh Deljoo (PhD):
SARNET Alliance Why create SARNET Alliances?

Strategic Level Model (3) autonomous SARNET
3 behaviors to identify risk and benefits
for SARNET stakeholders
A ————————————

Gleb Polevoy (PD):

Determine best defense scenario
against cyberattacks deploying
SARNET functions (1) based on
security state and KPI information (2).

Tactical Level

Ralph Koning (PhD)

Ben de Graaff (SP):

1. Design functionalities needed to
operate a SARNET using SDN/NFV
2: deliver security state and KPI

SARNET information (e.g cost).

Operational
Level

UNIVERSITY OF AMSTERDAM
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8 Ambition to put capabilities into fieldlab

ADELTA

b/s

Schiphol Group

AMS

Iluullll”””

Digital Airport

{ BOEING
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Big Data sharing
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Data Fast Data Replication “— J
Transfer
Node SAGE2

SAGE2
Server

10 Gb/s

Capable

ATL

Cyber-
defense

p

Application & Service
chains deployed in
private and secure
Internet slices

Private & Secure
Collaboration

AF/

KLV

4
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B===m

Re-enforcing ICT preconditions:
Each envisaged site has similar elements
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Basic operating system loop

Chrome File Edit View History Bookmarks Window . Heélp by '8 &P 0:19) do 26 jul. 03:10 MR QA.

8no localhost4567 fvi/7
€ c localhost: 4567 /vi/7 a,
* netapps (provider, zone) |= I

* connections

RwocuspONeRLS L5, M| i
I (edgu, =, i, r, v u VertexbDegree[n], vl = VertexList[a]), If[Length[s] <= 1, Return([{}]];

Modc: Bgthis] > 1,

info fake[=, 21;

info edge mtorsaction eec;

draw engeh(i} >0, Deletelc, Positionfs, 1[[1]111], r=<l])

delete node L -]i.tap{t‘irnt')‘-np(Sort[w'-[(Pcntion['l, s21E13111) < vi[Position[vl, «2]1{[2]1]1]] &) &,
delete edge geQ[o, Undirectedsdge [edge[[2]], edou[[2]1]11],

Last result: | ® Map [Last, Map|Sort s, w[[Position[vi, #] L[[1]1]]] < v[[Position[vl, 2] [[1]]1]] &] &,
getting links 111

new petapp

Zone:

eu-west-1a: (< eu-west-1b: = eu-west-1¢c:  ghl-a:
gbl-b:  us-east-la: us-east-1b:  us-east-lc:  us-
east-1d: | us-west-2a: | us-west-2b: us-west-2¢:
us-west-1a: _us-west-1c: | _sa-east-1a: _sa-east-1b:

a tod by
= VertexLista]},

po-nontl[:: ] := Module[{v =
[Bicomponontu([=],
notion| (=}, Total[v[[Position[vl, #][[1]1]]] &/@x]][#i

mponoots

tu of c o
VertexbDegreefa], vl

{Punceton[(x), Total[+[[Pomitton[vi, #1{[1]]1]] & /@ =]][=2] 1}]
ap-northeast-1a:  ap-vortheast-1b: * ap-southeast-1a:
ap-southeast-1b: ArticulationVertices: ruwag
to a
Use canvas to change configuration R LCtots of Sailuxa . : ’
AxticulationVertices([s ] := CroateLinkReal [C tTwol S @0 MyBicomp ts[=2]]

}
B ] := GraphPlot [#, VertexLabeling -+ True, DirectedBdgos -» False] & /@hist

Create generator

« number of vims
« preferential atachment algorithm (take into account

geoip)
b
1 PP T ‘ﬁ 1] X ¥ 1!
127.0.0. 1 - - [2 in[2):. Position({(a, Start the dynamics, such that fated gruph will trigger the function call and display the graph when the network changes.
get links: {"vid" Az= ((1, 3}, (2, 134
. " " z {168 Dynamic[ResolveArticulationVertices [network] ]
links: ["13135", ; f :
127 0 0 1 [26 Dynamic[MyPlot [network] ]
local request: lo Find ail positions at it
add link: {:src=x [1):~ Position[(l+x i (RdgeQ(%, 1 — 2], Bdgo@(h, 2 — 1), Bdg - 3 , L v ] -
args: [“rudolf@st : 1, 23, (33, (4 True, Truo, Faloe
enqueue: queueine
Find only those dow| Test directos edges: I 2 ’ 2 3 2
Delete All Méssaces S s
= - U b Tk — 1 CycleGraph (7, DirectedEdges -+ True, \
creaving: (13175 I3T27 BAanStwln + Arrowhonds [Madium] . Rdal
13125, 13127} notwork = Graph[{l <-> 2, 2<¢-> 3, 3<->1,3<->4,4<->5,5<->6)];

13125, 13124 GraphPlot [natwork, VertexLabeling -+ Truec, DiroctediEdges -+ Falso]



Status SARNET Operational Level

Laboratory: ExoGeni & PRP
Fieldlab with KLM & CIENA
OSA-Optical Forum Conference paper [1]
CoreFlow
Berkeley Internship 2016
SC16 INDIS workshop paper [2]

Control loop
ToDO “18
Learn Detect
SC16 demo plus poster
Salt Lake City (UT)
Respond Analyze  |EEE Sec-Virtnet 2016 paper [3]
SC15 demo plus poster ~
Austin (TX) Decide

SC16 demo plus poster
Salt Lake City (UT)

Paper: R. Koning, A. Deljoo, S. Trajanovski, B. de Graaff, P. Grosso, L. Gommans, T. van Engers, F. Fransen, R. Meijer, R. Wilson, and C. de Laat, "Enabling E-Science Applications with
Dynamic Optical Networks: Secure Autonomous Response Networks ", OSA Optical Fiber Communication Conference and Exposition, 19-23 March 2017, Los Angeles, California.
Paper: Ralph Koning, Nick Buraglio, Cees de Laat, Paola Grosso, "CoreFlow: Enriching Bro security events using network traffic monitoring data", SC16 Salt Lake City, INDIS workshop,
Nov 13,2016.

Paper: Ralph Koning, Ben de Graaff, Cees de Laat, Robert Meijer, Paola Grosso, "Analysis of Software Defined Networking defences against Distributed Denial of Service attacks", The
IEEE International Workshop on Security in Virtualized Networks (Sec-VirtNet 2016) at the 2nd IEEE International Conference on Network Softwarization (NetSoft 2016), Seoul Korea,
June 10, 2016.



SC16 DEMO SARNET Operational Level

Sa réet

SARNET demo

Control loop delay:
5 . +

By using SDN and containerized NFV, the
SARNET agent can resolve network and

application level attacks.
( W A 200
From this screen, you can choose your attack

and see the defensive response.

Traffic layers
Toggle the visibility of the traffic layers:

Physical links Traffic flows

Choose your attack

Start a Distributed Denial of Service attack from all upstream ISP networks:

UDP DDoS

Start a specific attack originating from one of the upstream ISP networks:

Origin: e2.edge2.as400

CPU utilization  Password attack

Normal operation

Object information

e2.edge2.as400

router
1e81761-db3b-4e3b-8ae3-2b4f60da0185#Img-router
exogeni#XOSmall

uva-nk-wi

request#Active

uvanlvmsite.rdf#uvan! /Domain/vm

22



SC16 DEMO SARNET Operational Leve

Sa rget

SARNET demo

Control loop delay:
o l +

By using SDN and contalnerized NFV, the
SARNET agent can resolve network and
application level attacks.

From this screen, you can choose your attack
and see the defensive response.

Traffic layers
Toggle the visibility of the traffic layers:

Physical links Traffic flows

Choose your attack
Start a Distributed Denial of Service attack from all upstream ISP networks:
UDP DIgs

Start a specific attack originating from one of the upstream ISP networks:

Origin: e2.edge2.as400

CPU utilization  Password attack

Normal operation

A5500

webshop?

switch
webshop 1

Object information

e2.edge2.as400

router
1e81f761-db3b-4e3b-8ae3-2b4f60da0185#Img-router
exogeni#XOSmall
uva-nk-wi
request#¥Active

vmsite rdft

= e Edge domains flood
the network with UDP traffic

-ir< loac
| —
1C 25 a( bt s g Y0

1C



SC16 DEMO SARNET Operational Level

Secure SARNET agent metrics
Network metrics Application metrics Control loop
Bandwidth: PU Learn Detect
Respond ‘ Analyze
Decide
DETECT
Revenue below threshold
Successful transactions: Abnormal UDP flows detected

ANALYZE
DDoS domains: AS300, AS400, AS500

Attacking domains are identified



SC16 DEMO SARNET Operational Level

Secure Autonomous Response Network  SARNET agent metrics

Network metrics Application metrics Control loop

Bandwidth: CPU: Learr Detect

Successful transactions:

RESPOND

Flow filters are installed at the network edge



SC16 DEMO SARNET Operational Level

Sa rglet

SARNET demo

Control loop delay:
- [ | +

By using SDN and contalnerized NFV, the
SARNET agent can resolve network and
application level attacks.

) rolter switch

From this screen, you can choose your attack
and see the defensive response.

Traffic layers
Toggle the visibility of the traffic layers:

Physical links Traffic flows

Object information

Choose your attack
Start a Distributed Denial of Service attack from all upstream ISP networks: e2.edge2.as400
UDP DS o router
weureoshasc: 1e81f761-db3b-4e3b-8ae3-2b4f60da0185#Img-router
Start a specific attack originating from one of the upstream ISP networks: weuretseoncCE - exogeni#XOSmall
2¥wonaeeNocdlD  uva-nkwi
Origin: e2.edge2.as400 REQUESTRIHASRES RVAT request#Active
corDowan uvanlvmsite.rdffuvan| /Domain/vm
CPU utilization ~ Password attack puspcr 27

Normal operation SerVice iS restored



In our model, we refer to four layers of components:

> the signal layer— describes , Side-effects and failures showing outcomes
of actions in a topology.

> the action layer— : performances that bring a certain result,

> the intentional layer— : commitments to actions, or to build up
intentions,

» the motivational layer— : events triggering the creation of intentions.

25



Start

Recognize Wifi

Accept

O]

O]

Wifi Recognize
Acceptance

_.O_,,
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Provideld

Askld

Check Id

Recognizethe Failure

Id check

(first step)

O

Correctaction

B
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O—»C

CorrectConnection
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a ved
C:: |d approved ppro Open Access
4
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failed
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Recognizethe Failure

e
>

O]

(r—C

CorrectConneclion

Incedident

manaaement




Describing Intentions, Motivations

and Actions

He Knows He intends to
how to accept be He thinks has a
Moti¥tion compliant power to He has a power
_____________ / accept to accept
vati [Motivationy Intenti \Acti
Motivation & Motivation’y Intention ction
Agentic Obligation o
Layer provide ID
Movite
acceptance Intention to
¥ provide
E End agentic
[waif] Layer
Providing ID
[wait]
Message
Layer ] C
ID has been
approved
[wait] A Id provided
End
message
layer

Petri net of EAuRoam Case




1IGrid2005

The VM Turntable SC2005
Demonstrator

Seattle

Dynamic
Lightpaths

Amsterda

3B wemote VMs
rendering

The VMs that are live-migrated run an iterative search-refine-search workflow
against data stored in different databases at the various locations. A user in
San Diego gets hitless rendering of search progress as VMs spin around



Experiment outcomes
Note, this was in 2005

We have demonstrated seamless, live migration of VMs over MAN/WAN

For this, we have realized a network service that
Exhibits predictable behavior; tracks endpoints
Flex bandwidth upon request by credited applications
Doesn’t require peak provisioning of network resources

Pipelining bounds the downtime in spite of high RTTs
San Diego — Amsterdam, 1GE, RTT = 200 msec, downtime <=1 sec
Back to back, 1GE, RTT = 0.2-0.5 msec, downtime = ~0.2 sec*
*Clark et al. NSDI 05 paper. Different workloads

VM + Lightpaths across MAN/WAN are deemed a powerful and general
alternative to RPC, GRAM approaches

We believe it’s a representative instance of active cpu+data+net
orchestration



Secure Policy Enforced Data Processing

Bringing data and processing software from competing organisations together for common goal
Docker with encryption, policy engine, certs/keys, blockchain and secure networking

Data Docker (virtual encryped hard drive)

Compute Docker (protected application, signed algorithms)

Visualization Docker (to visualize output)

Org 2
Org 1\ ’

Untrusted cloud or SuperCenter

Secure Virtual PC

Data-1 % % Comp
N N
> ‘@ ‘@\<

Org 3/ Org 4




“Show Big Bug Bunny in 4K on my Tiled Display using
green Infrastructure”

* Big Bugs Bunny can be on multiple servers on the Internet.

* Movie may need processing / recoding to get to 4K for Tiled Display.
* Needs deterministic Green infrastructure for Quality of Experience.

e Consumer / Scientist does not want to know the underlying details.

> His refrigerator also just works!



Domain Domain cee see Domain Domain
Apps Apps Apps Apps
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The Big Data Challenge

Doing Science ICT to enable Science

orkflows
Schedulers

to act

Data XML, RDF, rSpec,
a.o. from ESFRI's SNMP, Java based, etc.




The Big Data Challenge

Doing Science |ICT to enable Science

Scientists live here!

Schedulers

MAGIC DATA CARPET

curation - description - trust - security - policy — integrity

XML, RDF, rSpec,
SNMP, Java based, etc.

Data

a.o. from ESFRI’s




TimeLine

GreenlT&Nets

—— SF for Clouds

NDL SFfor complex nets »

— Programmable Networks — NetApp’s »

—CineGrid SF for CineGrid

NM OCCI NS ————>

LightPaths="GLIF Hybrid Nets —>

RDUDP, SCTCP, ... >

AAA TBN Policy =—>

ATM——SONET/SDH (G)MPLS— PBT/PLSB OpenFlow

TCP TCP-Reno, Vegas >

>

1980 1990 2000 2007 2015



Timeline
GreenlT&Nets } Sustainable Internet

—— SF for Clouds

NDL SFfor complex nets > Cognitive Nets and clouds

— Programmable Networks — NetApp’s » \
— CineGrid SF for CineGrid “ Want”

Machine Learning + Al —

. NM OCCl—NS| Internet 3.0
aths=GLIF Hybrid Nets —>

P, SCTCP, ... > Virtualized Internet
TBN Policy =——>
(GYMPLS— PBT/PLSB OpenFlow
Tep > __J== Good Old Trucking

2007 2015 2020



TimeLine

Compute GRID
C++
C  Rprc Cloud PATA Apps
Fortran MP] 0T
ASM X
SN
Networks NDN A
Ethernet W NFV
SDN
TCP
IP OpenFlow

>
1950 1960 1970 1980 1990 2000 2005 2007 2010 2015 2018



What has Al to do with the Dutch
National Science quiz 20137

e QI13: For an illness that 1 out of 1000 people suffer, a 99% accurate test is
developed. You are tested with that method and found bearer of the illness.

What 1s the probability that you really have the specific illness?
e Choose: [ A: 99%, B: 50%, C: 9% ]
* Answer C: because you are in the set of true and false positives!

e Suppose the accuracy of PRISM, Tempora, Xkeyscore, etc. 1s 99% and 1 out
of 100000 of the subjects are indeed terrorists

e False positives among 100k ... ~1000 !

o S end 1n the drone S: http://www businessinsider.com/nsa-cia-drone-program-2013-10?international=true&r=US&IR=T

S\= >




Areas of research

Each domain its own Al on networks.
— Multiple AI’s fighting on my behalf?
A-B-C slide
— Where makes what Al sense?
Many layers of complexity and abstraction.

— Can Al help to understand and debug?
— Can it explicitly understand? Reveal a model?

Probabilities are badly understood in Al
— How to deal with false positives?

— Ethical issues?

— Trust 1ssues?

— Intention 1ssues?




Critical notes

We created complexity

Huge number of actors (devices)
Millions of lines of codes

We have shrinking trust in the Internet

Let’s throw in another hunderd-thousend lines of
code! Good luck...

Complexity encapsulation
Do we have enough information for RL - ML?
Do we understand what the Machine needs to learn?



The constant factor 1n our field 1s Change!

The 50 years it took Physicists to find one particle, the Higgs,
we came from:

Assembler, Fortran, Unix, ¢, SmallTalk, DECnet, TCP/IP,
c++, Internet, WWW, Semantic Web, Photonic networks,
Google, grid, cloud, Data’3, App, Al

to:
DDOS attacks destroying Banks and Bitcoins.

Conclusion:
Need for Safe, Smart, Resilient, Sustainable Infrastructure.



