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From King’s Dutch Academy of Sciences

The Dutch Research Agenda

“Information technology (IT) now
permeates all aspects of public,
commercial, social, and personal life.
bank cards, satnav, and weather
radar... IT has become completely
indispensable.”

“But to the and
of constantly and more
IT, we will need to find
answers to some

https://www.knaw.nl/nl/actueel/publicaties/the-dutch-research-agenda/
@@download/pdf_file/20111029.pdf
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Reduction of Complexity by Integration

By combining services such as telephony, television, data, and computing
capacity within a single network, we can cut down on complexity, energy
consumption and maintenance.

http://www.knaw.nl/Content/Internet. KNAW/publicaties/pdf/20111029.pdf

How can we describe and analyze complex information systems effectively?
How can we specify and measure the quality and reliability of a system?
How can we combine various different systems?

How can we design systems in which separate processors can co-operate
efficiently via mutual network connections within a much larger whole”?

Can we design information systems that can diagnose their own
malfunctions and perhaps even repair them?

How can we specify, predict, and measure system

performance as effectively as possible?

SNE addresses a.o. the highlighted questions!




Mission

Can we create smart and safe data processing infrastructures that
can be tailored to diverse application needs?

e Capacity

Capability

e Security

Sustainability

o Resilience
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What Happens in an Internet Minute?
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Multiple colors / Fiber

Wavelength Selective Switch

Per fiber: ~ 80-100 colors * 50 GHz
Per color: 10 — 40 — 100 Gbit/s

, New: Hollow Fiber!
BW * Distance ~ 2*¥1017 bm/s

= less RTT! N



/ It is a bit freaky with this
< wireless technology r
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COPYRIGNT : MORTEN INGEMANN

protocol LAN due to the easy comparison and convenience in the digital home. While
consumer PC products has just started to migrate to a much higher bandwidth of 802.11n

wireless LAN now working on next-generation standard definition is already in progress.




100 pflops
—m— fastest supercomputer in the world
10 pflops 4 —m— nr. 500 supercomputer in the world
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Reliable and Safe!

This omnipresence of IT makes us not only strong but also
vulnerable.

c A , @ , or a system failure iInstantly
around the world.

Hard Drive Cost per Gigabyte

1980 - 2009

The hardware and software that allow all our
systems to operate is becoming bigger and more
complex all the time, and the capacity of networks
and data storage is increasing by leaps and
bounds.

1 Eflop/s

6 PFlop/s

1
10 Pflop/g
1 Pflop/s /Q//‘

] 76.5 TFlop/s
100 Trlop/4 p/

R We will soon reach the limits of

10 Gflop/4 59.7 GHop/s

oo what is currently feasible and
controllable.

https://www.knaw.nl/shared/resources/actueel/publicaties/pdf/20111029.pdf ; \_



The GLIF - LightPaths around the World

F Dijkstra, J van der Ham, P Grosso, C de Laat, “A path finding implementation for multi-layer
networks”, Future Generation Computer Systems 25 (2), 142-146.
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GLIF Map 2011: Global Lambda Integrated Facility  Visualization by Robert Patterson, NCSA, University of lllinois at Urbana-Champaign  Data Compilation by Maxine D. Brown, University of lllinois at Chicago  Texture Retouch by Jeff Carpenter, NCSA  Earth Texture, visibleearth.nasa.gov ~ www.glif.i




Amsterdam is a major hub in The GLIF

F Dijkstra, J van der Ham, P Grosso, C de Laat, “A path finding implementation for multi-layer
networks”, Future Generation Computer Systems 25 (2), 142-146.
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ExoGeni @ OpenLab - UvA!

Installed and up June 3th 2013
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Alien light

From 1d

ca to

realisation!

40Gb/s alien wavelength transmission via a
multi-vendor 10Gb/s DWDM infrastructure

Alien wavelength advantages

- Direct connection of customer equipment!"
-> cost savings

- Avoid OEO regeneration - power savings

- Faster time to servicel! > time savings

- Support of different modulation formats®

- extend network lifetime

Alien wavelength challenges

- Complex end-to-end optical path engineering in
terms of linear (i.e. OSNR, dispersion) and non-linear
(FWM, SPM, XPM, Raman) transmission effects for
different modulation formats.

- Complex interoperability testing.

- End-to-end monitoring, fault isolation and resolution.

- End-to-end service activation.

In this demonstration we will investigate the perfor-
mance of a 40Gb/s PM-QPSK alien wavelength instal-
led on a 10Gb/s DWDM infrastructure.

New method to present fiber link quality, FOM (Figure
of Merit)

In order to quantify optical link grade, we propose a new
method of representing system quality: the FOM (Figure
of Merit) for concatenated fiber spans.

= L, span losses in dB
(5 N, number of spans

B | 5504 Easy-to-use formula that accurately quantifies
C | 1897 transmission system performance

Transmission system setup

JOINT SURFnet/NORDUnet 40Gb/s PM-QPSK alien wave-
length DEMONSTRATION.

End-to-end FoM = 1400 ‘ 1

VA
r4

12

416km TWRS
Alcatel-Lucent
v e

640km TWRS
Nortel

[ sx106b/s @ 100GH

5X10Gbis @ S0GHz

Test results

— Endime

Error-free transmission for 23 hours, 17 minutes - BER < 3.0 1016

Conclusions

- We have investigated experimentally the all-optical
transmission of a 40Gb/s PM-QPSK alien wavelength
via a concatenated native and third party DWDM
system that both were carrying live 10Gb/s wave-
lengths.

- The end-to-end transmission system consisted of
1056 km of TWRS (TrueWave Reduced Slope) trans-
mission fiber.

- Wedemonstrated error-free transmission (i.e. BER
below 10-15) during a 23 hour period.

- More detailed system performance analysis will be
presented in an upcoming paper.

NCRTEL NORDUnet T g %
NORDUnet eindus (17
REFERENCES [1] “OPERATIONAL SOLUTIONS FOR AN OPEN DWDM LAYER", O. GERSTEL ET AL, OFC'2009 | [2] “AT&T OPTICAL TRANSPORT SERVICES”, BARBARA E. SMITH, OFC'09

[3] "OPEX SAVINGS OF ALL-OPTICAL CORE NETWORKS", ANDREW LORD AND CARL ENGINEER, ECOC2009 | [4] NORTEL/SURFNET INTERNAL COMMUNICATION
ACKNOWLEDGEMENTS  WE ARE GRATEFUL TO NORDUNET FOR PROVIDING US WITH BANDWIDTH ON THEIR DWDM LINK FOR THIS EXPERIMENT AND ALSO FOR THEIR SUPPORT AND ASSISTANCE
DURING THE EXPERIMENTS. WE ALSO ACKNOWLEDGE TELINDUS AND NORTEL FOR THEIR INTEGRATION WORK AND SIMULATION SUPPORT
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Mission

Can we create smart and safe data processing infrastructures that
can be tailored to diverse application needs?
e Capacity
— Bandwidth on demand, QoS, architectures, photonics, performance
o Capability
— Programmability, virtualization, complexity, semantics, workflows

* Security
— Anonymity, integrity of data in distributed data processing

e Sustainability

— Greening infrastructure, awareness

o Resilience

— Systems under attack, failures, disasters



COMMIT/

INDI EN\/‘RI

An effort started in 2010 (in parallel with our involvement in the FP7 projects Geysers
and NOVI).

The goal was to capture the concept of virtualization in computing infrastructures and
to describe the storage and computing capabilities of the resources.

A key feature is the decoupling of virtualization, connectivity and functionalities.

It Is built upon the NML ontology.

It uses the nml:node concept as basic entity to describe resources in computing
infrastructures.

It can be used as:
« a stand-alone model (i.e. without any network descriptions),
« in combination with NML by importing the NML ontology into the INDL definition.
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COMMIT/ AL
Node components
Storage
rdfs:subClassOf
;Component

- Node Processor
° <rdfs:subClassOf 0Cesso
Component Component

ar

rdfs:subClassOf
Memory
Component

2



COMMIT/

Our connecting models

geysers.owl novi.owl cdl.owl

indl.owl gosawf.owl

full import I
gosawf_map
| nml.owl |—|>| oing.owl \ octive | t
: selective |mporJl>

S\-

| edl.owl \

X
X




COMMIT/ q
- . ENVR]
NOVI| Federation

NOVI GUI H NOVI API NOVI API H NOVI GUI

= r Intelligent Resource . Intelligent Resource . = — e
e e B i Policy % Policy -
S| Resource Information 3 Resource Information ) &=
o . Service ) ) Service ==3
=t Mapping Service Mapping Service = =
==n: Service Service ==

i S

T
ESB ESB
Request Handler Mgz:,?:;ng l\;zvr\clt;:: Request HandJer
. |l L}
Our model is used for:

* Resource discovery gt
e Embedding algorithms ! | FEDERICA Web

NSwitch
Service

I

Monitoring
Service

SFA SFA \

Services
MyPLC — NSwitch driver
N\ -
I' anetLab
<21 | Node
NSwitch driver

PLANETLAB

Physical Router  Physical Router

PlanetLab
Node




COMMIT/

q
INDL use in NOVI VR

e Two nodes in the NOVI federation:

nml:Lifetime .
—

nml:endTime

|13 ex:RequestA
novi:isContainedin nml:Topology

A .
ex:FEDERICA nml:existsDuring 21 April 2012, 11:00:00 CEST
novi:Platform ox-PlanctLab
novi:Platform

novi:isContainedin

ex:NodeA
indl:VitualNode

oo |

nml:hasNode nml:hasNode
ex:NodeB
indl:VirtualNode

ex:NodeA to NodeB
] i 7
nmi:Link nml: haslnboundFtort \

nml:hasService ml:hasOutboundPort nml:locatedAt

/ nmi:hasinboundPort nmi:isSource nml:isSink nm| hasOutboundPort
ex:Storage ex:NodeA_out ex:NodeB_in ex:Amsterdam
novi:StorageService nml:Port nml:Location

l nml:Port
ex:NodeA in ex:NodeB_out

novi:hasStorageSize nml:isSink nml:isSource

ex:NodeB _to_NodeA

50 GB nml:Link




COMMIT/

INDL in Geysers VR

e The virtualization model:

ex:VirtualOXC2;
gey:Virtual
Resource

ex:VirtualOXC
gey:Virtual
Resource

ex:VM1
gey:Virtual
Resource

ex:StoragePool
gey:ResourcePool

ex:ComputePool ex:VM2
gey:ResourcePool gey:ResourcePool

Ve
indl:implementindl:implements indl:implementindl:implements indl:implementsindl:implements

ex:LR3
gey:Logical
Resource

ex: OXCComp
gey:0XC
Component

ex:LR1,
gey:Logical
Resource

ex:LR2,
gey:Logical
Resource

indl:implements
indI:implementind|:imp|ements indl:hasComponent indl:implement:inc":implements

X
ex:Storage1 ex:Storage2 ex:0XC1 ex:Compute1 ex:Compute2
nml:Node nml:Node nml:Node nml:Node nml:Node
\ . - N~ N\
nml:hasOutboundPort nml:hasinboundPort| m|:hasOutboundPort nml:hasinboundPort

\ nml:providesService \
ex:Storageiout ex:0XCin ex:0XCSwitchService ex:0XCout ex:Computelin

nmi:Port nml:Port nml:SwitchingService nml:Port nml:Port

\ / N = \ /
nml:isSource  nml:isSink nml:isSource . nml:isSink nml:isSource  nml:isSink

nml:providesLink

ex:0XC_switch
nml:Link

ex:0XC_to_Comput
nml:Link

ex:Storage1_to_OX
nml:Link




COMMIT/

NML and NSI =NVR

NML - Network Markup Language and NSI — Network Service
Interface

within the OGF.
e See: “Network Markup Language Base Schema version 1°

The Network Markup Language purpose is to create a functional
description of multi-layer and multi-domain networks.

It can be used for aggregated or abstracted topologies.

Under development: the Network Service Interface Topology
Extensions (Draft OGF Standard)

S\







CineGrid Amsterdam  AHome HContent =Playlists ‘WDashboard +Submit GAdmin Q Hi, admin -

Content Resource Programmable
Metadata | Descriptions Infrastructure

L Portal = CineGrid

Research A Infrastructure

The purpose of this portal is to make the Find out more about g out more about the T'he Amsterdam node now has over 64
public familiar with super-high-quality video Terabytes of storage dedicated for CineGrid.
and to make the content more accessible for

CineGrid Portal
Unified orchestration of distributed CineGrid
resources

7 Bridges
U5

Created and maintained by University of Amsterdam, System and Network Ressarch Group
lcons from Glyphicons. Based on Bootstrap.




COMMIT/ ENVRI

N@WQOS D‘an ner The NSI — Network Service

Interface — creates on the fly
connections between domains.

Data intensiD ——
lication workflo Rl
- T Tttt T T T T T T T T T T T T T T TTTTTTTTTTTTTT T T T T T T T
| I— 1
| |
7 4 NEWQoSPlanner\ ! 0
'l o 1 _
oS = QoS aware Workflow ! °
1 g . :
g g P planning agent i .
| g 8 |
1 S| < £ : e —
| 2 >8 | BT ' —
: z e Provisioning Workflow !
1 \ > Plan Agent | (Composition Agent/ !
: —/ N 1
: .
o
I | I
1 2 3

Domains in request

Z. Zhao, J. v/d Ham, A. Taal, R. Koning, P. Grosso and C. de Laat

X Planning data intensive workflows on inter-domain resources using the Network Service Interface —
%I (NSI) In: WORKS 2012 —
X




Time [minutes]

UNIVERSITEIT VAN AMSTERDAM S \—
X

System and Network
Engineering

Hypertlow

Encoding times improve as the end
nodes are connected via dynamic

lightpaths
8.5 T T T T T
16 Wrk. @
20 Wrk. e
q ) Services|
N

Compute Visualization Codec Storage
Cluster

4 5 6 7 8 9 10
Download workers (nodes)

C. Dumitru, Z. Zhao, P. Grosso and C. de Laat

HybridFlow: Towards Intelligent Video Delivery and Processing Over
Hybrid Infrastructures

(In CTS 2013))




Processing CineGrid with Clouds
A queuing model approaoh

Process large amount of independentdata @ 5,;,,;; """""""""" ;
Bags-of-Tasks + Data = Bags-of-Data |

« Example : Image processing
* Independent files

« Large sizes (10-100s of MBs) L/ e
Idea: rent resources 1- Request 2- ASS|gn 3 - Download

» scaling up (more resources)

» scaling out (more powerful resources)

«  Which option ?

« How many ? Master
Requirements: “"""S‘er

* Within time

« Within budget
« Simple, if possible

Sampling
Phase

T
\
|

Workload Resouis
Creation R .
selection
il I; nl jobs
X Execution Schedule CHiFOfI
l’(l Phase Selection pHima
X Schedules




Processing in the Cloud:
Mean Value Analysis, Pareto fronts
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Demo @ SC14

4K movie storage

UVA user

Kentis
Virtual Machines

Cloud Sigma
Virtual Machines

Physical setup for dedicated paths

University of Amsterdam
Netherlands
Juniper EX4500/EX4200 VC (plexus)

NetherLight OCX

SURFnet Netherlands
Ciena 5410
SURFnet network
Netherlands
Kentis
Netherlands
SWITCH OCX

Switzerland

Cloud Sigma
Switzerland

Connectivity via IP only (or comparison)

Amazon EC2
L Aaws O\
| AN
ool :
N Internet - Amazon

connectivity
e.g. via GEANT,
SURFnet, ...

MS Azure

! MS Azure
| /\_/_
Microsoft
CARNet
Croatia
GEANT
GRNET OCX
GEANT network Greece
Europe Juniper MX ‘&
GRNET
Okeanos

Virtual Machines




Open Cloud eXange

OCX
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% Compute %= Workload

Network il

CloudSigma: out: 504 bit/s in: 0 bit/s

Status: l«
Progress @ 0/0

OCX @ SC14

Also: http://sc.delaat.net/sc14/demo-ocx.html
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Directing Remote Live Shoot of Virtual Set Acting
with Live Compositing in the Cloud

,»:ﬁ"-:x

Cme Gn d Live action camera, actors, green screen at NFTA (Amsterdam #1)
W /// Virtual set compositing at SARA (Amsterdam #2)
7 Remote viewing and direction at UCSD/Calit2 Vroom (San Diego)



Real Time Rendering Workilow

Demo setup

e Three locations

1) NFTA: greenscreen studio, Previzion, camera(+man), actress (+ dress)
2) SARA: render node for keying, virtual scene rendering
3) Calit2: keying controls, projection of final output, director

« Two lightpaths in between
« Video-conferencing for communication + low quality keying output back to NFTA

NFTA SARA Calit2
(Amsterdam, downtown) (Amsterdam, Science Park) al
Low-quality keying output
-— .
capture live \\ ited
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Movie Making on the GLIF

COMPOSITING
IN THE GEOUD

Net rlandé'ifﬂm Academy
and SURFSARA present
a virtual Cinegrid demo

SAN DIEGO &
AMSTERDAM
12-12 -2012

an impression byZ
ROBIN NOORDA




Direction

Distributed Comp -> Grid -> Cloud -> Big Data
Lego Block approach

Application as a Service

Elastic Cloud

Determinism & Real Time?

CineGrid ToolBox
Storage

Deep Storage
Very Deep Storage




Scientific Publications: FGCS Special Issue on CineGrid!
Volume 27, Issue 7,june 2011

Guest Editors: Naohisa Ohta & Paul Hearty & Cees de Laat

Editorial: CineGrid: Super high definition media over optical networks.

1. Real-time long-distance transfer of uncompressed 4K video for ————  Voume 27, issue 7, duly 2011 ISSN 0167.739%
remote collaboration.

2. Media Network (HPDMnet): An advanced international research

initiative and global experimental testbed. THE INTERNATIONAL JOURNAL IS

3. Producing and streaming high resolution digital movies of B
microscopic subjects.

GENERATION
COMPUTER
SYSTEMS

EERIE CeMIPUFING ANDB cSESISNESE

4. Enabling multi-user interaction in large high-resolution distributed
environments.

5. Tri-continental premiere of 4K feature movie via network streaming
at FILE 20009.

6. A collaborative computing model for audio post-production.

Design and implementation of live image file feeding to dome

theaters. -
Editor-in-Chief:
Peter Sloot

Beyond 4K: 8K 60p live video streaming to multiple sites.

9. Using ontologies for resource description in the CineGrid Exchange. o

David Abramson
Anne Trefethen

10. CineGrid Exchange: A workflow-based peta-scale distributed storage
platform on a high-speed network.

11. CSTP: A parallel data transfer protocol using cross-stream coding. : el nine v scloncadrecom
ScienceDirect

12. Multi-point 4K/2K layered video streaming for remote collaboration.



The constant factor in our field 1s Change!

The 50 years it took Physicists to find one particle, the Higgs,
we came from:

Assembler, Fortran, COBOL, VM, RSX11, Unix, c, Pascal,
SmallTalk, DECnet, VMS, TCP/IP, c++, Internet, WWW,
ATM, Semantic Web, Photonic networks, Google, Grid,
Phyton, FaceBook, Twitter, Cloud, SDN, Data’3, App’s

to:

DDOS attacks destroying Banks and BitCoins!

Conclusion:

Need for Safe, Smart, Resilient Sustainable Infrastructure.
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