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What is CineGrid? 

o  Formed 2004 – non-profit international 
membership organization 

o  Members – media arts schools, research 
universities, scientific labs, post-production 
facilities & hardware and software developers 
around the world  

o  Connected – via 1 G - 100 G Photonic - 
Ethernet networks 

o  For – research & education, experimentation, 
prototyping 

 

 



To build an interdisciplinary community 
that is focused on the research, 

development, and demonstration of 
networked collaborative tools to 
enable the production, use and 

exchange of very-high-quality digital 
media over photonic networks.!

http://www.cinegrid.org/	



CineGrid Mission	



To build an interdisciplinary community 
that is focused on the research, 

development, and demonstration of 
networked collaborative tools to 
enable the production, use and 

exchange of very-high-quality digital 
media over photonic networks.!

http://www.cinegrid.org/	





Vision for the Next Decade 
Gigapixels @ Terabits/sec 

Source:  Jason Leigh, EVL 

Augmented Reality 
No Glasses 

4K  
Streaming Video Gigapixel 

Wall Paper 

EVL-UIC	











CineGrid: A Scalable Approach 

4K  x 24	



2K  x 24	



HD2 x 24/25/30	



HDTV x 24/25/30/60	



HDV x 24/25/30/60	



4K2 x 24/30	



2K2 x 24	



8K x 60	



Consumer HD 

HDTV 

Stereo HD 

Digital Cinema 

Stereo 4K (future) 

UHDTV (far future) 

5  - 25 Mbps 

20 Mbps - 1.5 Gbps 

200 Mbps - 3 Gbps 

250 Mbps - 7.6 Gbps 

500 Mbps - 15.2 Gbps 

1 - 24 Gbps 

More 

SHD x 24/25/30 

Tiled Displays 
Camera Arrays 

SHD (Quad HD) 250 Mbs - 6 Gbps 
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Yutaka TANAKA 
SHARP CORPORATION 
Advanced Image Research Laboratories 

Why is more resolution is better? 
1. More Resolution Allows Closer Viewing of Larger Image 
2. Closer Viewing of Larger Image Increases Viewing Angle 
3. Increased Viewing Angle Produces Stronger Emotional Response 



Moving Big Data Objects Globally 
o Digital Motion Picture for Audio Post-Production 

n  1 TV Episode Dubbing Reference ~ 1 GB 
n  1 Theatrical 5.1 Final Mix ~ 8 GB 
n  1 Theatrical Feature Dubbing reference ~ 30 GB 
 

o Digital Motion Picture Acquisition 
n  4K RGB x 24 FPS x 10bit/color: ~ 48MB/Frame uncompressed (ideal) 
n  6:1 ~ 20:1 shooting ratios => 48TB ~  160TB digital camera originals 
 

o Digital Dailies  
n  HD compressed MPEG-2 @ 25 ~ 50 Mb/s 
 

o Digital Post-production and Visual Effects 
n  Gigabytes - Terabytes to Select Sites Depending on Project  

o Digital Motion Picture Distribution  
n  Film Printing in Regions 

o Features ~ 8TB  
o Trailers ~ 200GB 

n  Digital Cinema Package to Theatres 
o Features ~ 100 - 300GB per DCP 
o Trailers ~ 2 - 4GB per  DCP 



CineGrid projects run over the Global Lambda 
Integrated Facility (GLIF) backbone 

We investigate:           for	


complex networks!	





CineGrid Network 2011 

Keio Univ./
DMC

NTT

Tohoku 
Univ.

HK 
Cyberport USC

UCSD/
CALIT2

UIC/
EVL

Northwestern 
Univ.

Digital 
Domain

Lucasfilm

Mackenzie 
Univ.

Univ. 
Amsterdam Waag

Poznan

CinePost

Network Resources are kindly provided by: 

KAIST

KTHRyerson 
Univ.

saraUIUC/
NCSA

kaneko@dmc.keio.ac.jp, as of 2011/02/14

Tokyo

AMPAS

AMPATH, C-Wave, CANARIE, CaveWave, CENIC, CESNET, CzechLight, GEMNET, Internet2, JANET, JGN2plus, NetherLight, 
NLR, NORDUnet, PacificWave, PNWGP, RNP, StarLight, SOL, SURFnet, TransLight/StarLight, T-LEX, WIDE

NPS

Los Angels

Disney

Sao Paolo

ChicagoSeattle

Univ.
Washington

Amsterdam



100 Gb Network for CineGrid @ TNC12	



tnc.delaat.net	





 
 

“Learning by Doing”  
Early CineGrid Projects 

CineGrid @ iGrid 2005 CineGrid @ AES 2006 

CineGrid @ GLIF 2007 CineGrid @ Holland Festival 2007 



CineGrid Exchange 
 

 

o  TERABYTES PILING UP. To store & distribute its own 
collection of digital media assets.  Members access 
materials for experiments and demonstrations. 

  
o  Create global-scale testbed = high quality media 

assets + distributed storage  + fast networks. 

o  Enable exploration of strategic issues in digital media 
storage, access, distribution and preservation – for 
cinema, scientific visualization, medical imaging, etc. 

 
o  THE DIGITAL DILEMMA. Report published by 

Academy of Motion Picture Arts and Sciences 2007 



4K/2K multipoint interactive telepresence  
live 4K JPEG 2000 streaming over IP  

Keio@Tokyo            EVL@Chicago           Calit2@San Diego 



8K x 2K x 60p live remote sensing  
dual 4K/60p cameras & dual 4K JPEG 2000 codecs 

synchronized 4K JPEG 2000 streaming over IP 
Monterey Bay Aquarium          NPS@Monterey          Calit2@San Diego 



4K interactive digital cinema color grading 
realtime 4K uncompressed streaming over IP 

CinePOST@Prague                 Calit2@San Diego  



Tele-collaboration for audio post-production 
realtime picture and sound editing synchronized over IP 

Skywalker Sound@Marin                Calit2@San Diego  



CINEGRID AMSTERDAM	



Research-, development- and outreach facility 
for production, transport and projection of 
digital cinema:	



–  Digital projection and sound in very high quality	


–  Editing and capture facilities	


–  Rendering & disk space	


–  Extremely high quality networks	



In the center of Amsterdam 	


International context	


•  Focus on spin-offs &���

lasting value	





PARTNERS	



CONSORTIUM PARTNERS 
SURFnet, UvA, SARA, Dutch Film- and Television Academy, 
DELL, TNO, Holland Festival, Blender Institute, Sandberg 
Institute, MediaGuild, Waag Society	


	


 
COLLABORATORS 
Poznan Supercomputing Center, Amsterdam Innovatie Motor,	


UCSD, University of Illinois, NHK, KTH, KEIO University,	


Pathé Benelux, Filmmuseum, Salto, Nationale Computer	


Faciliteiten, IDFA, BeamSystems, ISOC, IDFA, DutchView,	


PICNIC, GridForum and many more	


	


	





CINEGRID AMSTERDAM GOALS	



Assemble technology, science, art and education���
to create new concepts, pilots & business models ���
that result in:	



•  New forms of storytelling	


•  New domains for scientific exploration	


•  Transformation of workflows in creative���

media production 	


•  Better education	


•  Enhanced economic growth	





RESOURCES	


CineGrid Studio for 4K postproduction 
•  100 TB of Highly Connected Storage Space 
•  High Performance Render Cluster 
•  3 * 4K Screens and 
•  1 – 100 Gb/s light path connections 

Expertise in 
•  Production 
•  Encoding 
•  Transmission 
•  Screening 



SO FAR	

CineGrid 2011 & 2012!
One minutes!
Mediapark Jaarcongres ’08 ’09 ’10!Holland Animation Film Festival!Holland Festival ’07 & ’10!Content, content content..!Educational contest!

4K How to Cookbook!
PICNIC’08 & ’09!
SURFnet GigaPort!
Workshops 4K!
ICT Delta ’09!
BeamLab!



SEEING IS BELIEVING	





Handelingen 
Maarten de Heer 

	





STEREO 4K Recording 
Viktoria Mullova 

Holland Festival 2010 



SINTEL	





Why?	
  

I	
  want	
  to:	
  
“Show	
  Big	
  Bug	
  Bunny	
  in	
  4K	
  on	
  my	
  Tiled	
  Display	
  using	
  

green	
  Infrastructure”	
  
	
  
•  Big	
  Bugs	
  Bunny	
  can	
  be	
  on	
  mulBple	
  servers	
  on	
  the	
  Internet.	
  
•  Movie	
  may	
  need	
  processing	
  /	
  recoding	
  to	
  get	
  to	
  4K	
  for	
  Tiled	
  Display.	
  
•  Needs	
  determinisBc	
  Green	
  infrastructure	
  for	
  Quality	
  of	
  Experience.	
  
•  Consumer	
  /	
  ScienBst	
  does	
  not	
  want	
  to	
  know	
  the	
  underlying	
  details.	
  

è	
  	
  His	
  refrigerator	
  also	
  just	
  works.	
  



Cloud	
  
CompuBng	
  

Service	
  Plane	
  

eScience	
  Middleware	
  
	
  

	
  SAGE	
  
CGLX	
  

Cromium	
  

	
  SAGE	
   	
  WebServ	
  	
  OGSA	
  	
  DIAS	
  
ByteIO	
  

PerfSonar	
  NSI
	
  NetConf	
  
SNMP	
  

OpenFlow	
  

	
  GIR	
  
UR	
  

	
  OCCI	
  
JSDL	
  
SAGA	
  

DIAS	
  
ByteIO	
  
	
  iRODs	
  

Domain	
  
Apps	
  
	
  

Domain	
  
Apps	
  
	
  

Domain	
  
Apps	
  
	
  

Domain	
  
Apps	
  
	
  

+	
  ML	
  +	
  reasoning	
  (ProLog?)	
  +	
  Scheduling	
  +	
  …	
  

…	
  	
  	
  …	
  



RDF describing Infrastructure���
“I want”	



content 
content 

RDF/CG!
RDF/CG!

RDF/ST!

RDF/NDL!

RDF/NDL!

RDF/VIZ!

RDF/CPU!

Application: find video containing x, 
then trans-code to it view on Tiled Display 



CineGrid	
  Portal	
  
Unified	
  orchestraBon	
  of	
  	
  distributed	
  CineGrid	
  	
  

resources	
  

Network

Content	
   Workflow	
   Resources	
   ExecuBon	
  

Content	
  
Metadata	
  

Resource	
  	
  
DescripBons	
  

Programmable	
  
Infrastructure	
  



In	
  the	
  Intercloud	
  virtual	
  servers	
  and	
  networks	
  become	
  soUware	
  

•  Virtual	
  Internets	
  adapt	
  to	
  the	
  
environment,	
  grow	
  to	
  demand,	
  iterate	
  
to	
  specific	
  designs	
  

•  Network	
  support	
  for	
  applicaBon	
  
specific	
  interconnecBons	
  are	
  merely	
  
opiBmizaBons:	
  Openflow,	
  acBve	
  
networks,	
  cisco	
  distributed	
  switch	
  

•  But	
  how	
  to	
  control	
  the	
  control	
  loop?	
  

stable, optimized state), which are described by the reference. To implement changes 
in the network, the control application translates decisions into instructions, such as 
create, forward or drop packets specific to each NE involved in the application. This 
means that the system needs to provide a distributed transaction monitor to keep 
network manipulations that involve multiple NE consistent. 

Fig. 2. The application framework to control networks contains a control loop. 

In control theory, a measurement (AC Properties) from the system is subtracted 
from a reference value, which leads to an error value as input for the control 
application. In our framework, the measurements (AC Properties) that represent 
network state may use different metrics compared to the controlled state (AC 
Actions). For example, a controller may manipulate edge weights in shortest path 
routing based on throughput information. Such a scenario is meaningful if the relation 
between throughput and edge weights (!) is known or can be learnt and would be 
useful to dynamically distribute traffic to avoid congestion, for example [34]. 

Applications exchange information (NCx,y) with NEs over a communication 
network, possibly over the same network the application is controlling (in-band). 
Even though application developers may have access to a separate management 
network, the communication path between network and application complicates the 
design and validation of the controller. Network properties, such as latency and 
packet loss, limit the amount of information that can be exchanged or synchronized. 
So, NE state information can become incomplete, inaccurate or aged. The application 
developer has to understand the limits in information exchange of a given network, 
i.e. observability, when designing the control application. 

This section introduced the abstractions needed to provide the basic framework for 
network control in the application domain. Next, the details related to interworking of 
applications and networks that lead to a functional model are described. 

4   Functional Components 

The OSI reference model organizes the interworking of applications and networks in 
seven layers [36]. The design principle of layering allows decomposition of a 
complex problem, but application specific details may be lost in the process. If 
network elements are virtualized in software, the application interface to the software 
(NCs) can be fine-tuned to the specific problem domain. However, the fine-tuning 

tion domain is that developers can use existing software,
such as libraries or other applications developed by do-
main experts. The assumption is that applications know
what network service is required and that applications
can implement the mechanisms to find the optimum net-
work service. We focus on the latter approach with this
assumption in mind.

Model

Controller

AC

Actions

AC

Properties

Reference

NE

Application

NC
x

NC
y

�

Figure 2: A closed-loop control model between applica-
tion and network.

An application has to collect (incomplete) network in-
formation, calculate an optimum network configuration
and adjust the network to reach the optimal adaptation
of network service (Figure 2). The application devel-
oper chooses application specific abstractions, such as
interactive visualization for a human controller (figure 3)
or existing domain-specific software as controller (fig-
ure 4), to update an internal network model (NC

x

) and
to manipulate network state (NC

y

). The internal net-
work model is updated by combining state information
from all or a subset of NEs (NC

x

). In principle, the
internal network model can also take into account non-
network related information, such as computing or host-
ing costs, energy usage and service level agreements.

A controller applies an optimizer or other algorithm
to find the actions (NC

y

) needed to adjust the network
behavior in such a way that it matches the application
needs (e.g. a stable, optimized state), which are de-
scribed by the reference. While state information, such
as neighbors, throughput and latency, from a collection
of NEs combine into global network state, actions to im-
pact network state need to translate into actions, such
as create, forward or drop a packet, specific to each
NE involved in the application. This means that actions
that involve multiple NE benefit from using a distributed
transaction monitor to keep network manipulations con-
sistent.

In control theory, the sensor (AC Properties) subtracts
the measurement from the reference value, which leads
to an error value as input for the controller. In our model,
however, the measurements (AC properties) that de-
scribe network state do not have to match the controlled

state (AC Actions). For example, a controller may ma-
nipulate edge weights in shortest path routing based on
throughput information. Such a scenario is meaningful
if the relation between throughput and edge weights (�)
is known or can be learnt. This example would be useful
for load balancing or routing traffic around undesirable
NEs.

4 Implications of the control loop
When discussing the implications of the control loop,
one should be aware that the complexity of the applica-
tion depends on the network environment. Depending
on the type of application, the AC properties and actions
are at the edges, e.g. do not control routers and switches,
in the data plane or in the control plane of the network.
The following classification of applications follows from
the location of application in the network environment:

Applications that integrate a network service im-
plement alternative addressing, routing or security,
which is optimal to the application. Such applications
have no control over the intermediate network, but form
an overlay of new network functions that map to the in-
terfaces of the underlay.

Applications that are the network service offer al-
ternative network interfaces to other applications, such
as MPLS or openflow [5, 18]. By implementing tech-
nologies in the network other applications have better
control over service levels. The network should support
traffic isolation and application management, i.e. oper-
ating system concepts, to support multiple applications.

Applications that manage a network service use the
hooks or configurable parameters of a network service to
optimize the workings of a network service. In existing
network management systems, the functions are exposed
to the network operator [19] in a centralized system. In
a centralized system, it is straightforward to create an
environment that enables applications to control network
services [20]. We look at the implementation of a typical
application.

4.1 Network model in the application
Any application that implements a controller operates
on a network model, which must be updated by NC

x

events or polling. An AC property getNeighor is enough
to discover the network topology from a controller, for
example with a depth-first search. The information is
then translated into an application-specific data struc-
ture, such as a graph model in Mathematica [21]. With
access to throughput (resulting in thptNetwork figure 4)
router configuration, it is trivial to develop a controller
that load balances router traffic by manipulating their
edge weights. This approach shows that developers can
write advanced, yet straightforward controllers using ex-
isting software.





Scientific Publications: FGCS Special Issue on CineGrid!���
Volume 27, Issue 7,june 2011	



Guest Editors: Naohisa Ohta & Paul Hearty & Cees de Laat	


	



Editorial: CineGrid: Super high definition media over optical networks.	


1.  Real-time long-distance transfer of uncompressed 4K video for 

remote collaboration.	


2.  Media Network (HPDMnet): An advanced international research 

initiative and global experimental testbed.	


3.  Producing and streaming high resolution digital movies of 

microscopic subjects.	


4.  Enabling multi-user interaction in large high-resolution distributed 

environments.	


5.  Tri-continental premiere of 4K feature movie via network streaming 

at FILE 2009.	


6.  A collaborative computing model for audio post-production.	


7.  Design and implementation of live image file feeding to dome 

theaters.	


8.  Beyond 4K: 8K 60p live video streaming to multiple sites.	


9.  Using ontologies for resource description in the CineGrid Exchange.	


10.  CineGrid Exchange: A workflow-based peta-scale distributed storage 

platform on a high-speed network.	


11.  CSTP: A parallel data transfer protocol using cross-stream coding.	


12.  Multi-point 4K/2K layered video streaming for remote collaboration.	





CineGrid-Amsterdam is supported by	


City of Amsterdam, Pieken in de Delta	


EFRO / Kansen voor West, Province of Noord-Holland	



www.cinegrid.nl 


