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For the Netherlands 2007:

2A =2B =2C =250 Gb/s
However:

* A ->Typical d2d Internet

B ->VO’s, Grid

* C ->justafew (CG, LHC, eVLBI)
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ref Eric Bernier, NORTEL




Dispersion compensating modem: eDCO from NORTEL
(Try to Google eDCO :-)
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h(t) T F-1(F(h(t)). T()

transport as function of frequency T(f)
gipipnipinl N

Solution in 5 easy steps for dummy’s :

. try to figure out T(f) by trial and error

. invert T(f) -> T-1(f)

. computationally multiply T-!(f) with rier transform of bit pattern to send
. inverse Fourier transform the respft from frequency to time space

. modulate laser with resultingZh’(t) = F-1(F(h(t)).T-1(f))

F-1(F(h(t))* TA%) F(F(F1(F(h()). T-()))-T(f)) -> h(t)

)\\/W U UL

(ps. due to power ~ square E the signal to send looks like uncompensated received but is not)




The challenge for sub-second switching

e bringing up/down a A takes minutes

— this was fast in the era of old time signaling (phone/fax)
— A 2 A influence (Amplifiers, non linear effects)

— however minutes is historically grown, 5 nines, up for years
— working with Nortel to get setup time significantly down

plan B:
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DAS-3 Cluster Architecture

head node (2)

10 Gbit/s l
Ethernet lanphy

To local
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Local interconnect Fast interconnect

85 compute nodes




QOS 1n a non destructive way!

e Destructive QOS:
— have a link or A
— set part of it aside for a lucky few under higher priority
— rest gets less service

A
1

e Constructive QQOS:
— have a A
— add other A‘s as neégded on separate colors
— mqve the lucky ones §ver there

— rest gets also a bit happigr!

A A
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GRID Co-scheduling problem space

- I Extensively
4+ under

The StarPlane vision 1s to give flexibility directly to the
applications by allowing them to choose the logical topology
in real time, ultimately with sub-second lambda switching
times on part of the SURFnet6 infrastructure.




What makes StarPlane fly?

Wavelength Selective Switches

— for the “low cost” photonics
Sandbox by confining StarPlane to one band

— for experimenting on a production network
Optimization of the controls to turn on/off a Lambda

— direct access to part of the controls at the NOC

electronic Dynamically Compensating Optics (eDCO)

— to compensate for changing lengths of the path
traffic engineering
— to create the OPN topologies needed by the applications

Open Source GMPLS

— to facillitate policy enabled cross domain signalling
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Heterogeneous clusters oo s

LU TUD UvVA-VLE UvA-MN VU TOTALS

5TB 2TB 2TB 10TB 29TB
2x2.4GHz 2x2.2GHz 2x2.2GHz 2x2.4GHz 46.4 GHz
DC DC DC DC

16GB 8GB 16GB 8GB 64GB
1 1 1 40 Gb/s
1 1 1 50 Gb/s

32 68 46 85 271
400GB 250GB 2x250GB 250GB 84 TB
2x2.6GHz | 2x2.4GHz =l 2x2.4GHz 2X2D4(-:GHZ 1.9 THz

4GB 4GB 4GB 4GB 1048 GB
1 1 1 2030 Gb/s

* 10G ports 33 (7) 86 (2) 2070 Gb/s

* 10GE ports 8 8 320 Gb/s
Nortel
* 1GE ports 32 (16) 136 (8) 85 (11) 339 Gb/s

* 10GE ports 1 (1) 9 (3) 1(1)




Power 1s a big 1ssue

UVA cluster uses (max) 30 kWh

1 kWh~0.1 €

per year -> 26 k€/y
add cooling 50% -> 39 k€/y
Emergency power system -> 50 k€/y

per rack 10 kWh 1s now normal

YOU BURN ABOUT HALF THE CLUSTER
OVER ITS LIFETIME!

Terminating a 10 Gb/s wave costs about 200 W
Entire loaded fiber -> 16 kW

Wavelength Selective Switch : few W/




UNIVERSITEIT VAN AMSTERDAM
S—

W Use AAA concept to split (time consuming) service
authorization process from service access using secure
tokens in order to allow fast service access.

SLOW

Service Service
Provider Provider
B

Network Network
Service Service

ref Leon Gommans




Control Plane

Application
Scheduler

ecurrently implementing WS
estudy interaction with TBN/RSVP

ealso photonic switching at client




StarPlane and NDL

While on topologies. SNE group is working on NDL - Network Description
Language.

NDL is an RDF data model, based on idea of Semantic Web, for network
topology descriptions.

In StarPlane we are researching use of NDL for topology exchange and
topology requests from clients.

ref: Talk from Paola Grosso on NDL/RDF




RDF describing Infrastructure

Application: find video containing X,
then trans-code to it view on Tiled Display
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RDF/NDL RDF/CPU

RDF/ST

RDF/NDL




StarPlane Applications

Large ‘stand-alone’ file transfers
e User-driven file transfers
e Nightly backups
o Transfer of medical data files (MRI)

Large file (speedier) Stage-in/Stage-out
« MEG modeling (Magneto encephalography)
* Analysis of video data

Application with static bandwidth requirements
e Distributed game-tree search
e Remote data access for analysis of video data
 Remote visualization

Applications with dynamic bandwidth requirements
 Remote data access for MEG modeling
« SCARI
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US and International OptlPortal Sites

RINCON & Nortel
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CineGrid@SARA




Tera-Thinking

What constitutes a Tb/s network?

CALIT?2 has 8000 Gigabit drops ?->? Terabit Lan?
look at 80 core Intel processor
— cut it in two, left and right communicate 8 TB/s

think back to teraflop computing!
— MPI makes it a teraflop machine

massive parallel channels in hosts, NIC’s

TeraApps programming model supported by
— TFlops -> MPI / Globus

— TBytes OGSA/DAIS

— TPixels SAGE

— TSensors LOFAR, LHC, LOOKING, CineGrid, ...
— Thbit/s ?

ref Larry Smarr & CdL




Questions ?

Thanks to:

SURFnet, NWO (grant 643.000.504), NORTEL

Team: Li Xu, Jason Maasen,JP Velders, Leon Gommans, Paola Grosso, Herbert Bos, Henri Bal
Special thanks to Kees Neggers.




