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74" LHC Data Grid Hierarchy i

CMS as example, Atlas is similar

. ~100 event
Online System ~MBytes/sec
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CMS detector: 15m X 15m X 22m
12,500 tons, $700M.

Tier 1

FermiLab, USA
Regional Center

analysis

~0.6-2.5 Gbps

Institute 7
~0.25TIPS

CERN/CMS data goes to 6-8 Tier 1 regional centers,
and from each of these to 6-10 Tier 2 centers.

Tier 3

N

Physicists work on analysis “channels” at 135 institutes.

Phvsics data cache 100 - 1000 Each institute has ~10 physicists working on one or
Y Mbits/sec more channels.
- Tier 4 2000 physicists in 31 countries are involved in this 20-

year experiment in which DOE is a major player.

Courtesy Harvey Newman,
CalTech and CERN
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A.Lightweight users, browsing, mailing, home use

Need full Internet routing, one to many

B. Business applications, multicast, streaming, VPN’ s, mostly LAN

Need VPN services and full Internet routing, several to several + uplink

C.Scientific applications, distributed data processing, all sorts of grids

Need very fat pipes, limited multiple Virtual Organizations, few to few, p2p

2C >> 100 Gb/s =—>

2B = 30 Gb/s

2A =40 Gb/s

ADSL GigE

BW requirements




Towards Hybrid Networking!

Costs of optical equipment 10% of switching 10 % of full routing equipment for same
throughput

— 10G routerblade -> 75-300 k$, 10G switch port -> 7-15 k$, MEMS port -> 1 k$
— DWDM lasers for long reach expensive, 10-50 k$

Bottom line: look for a hybrid architecture which serves all classes in a cost effective
way==>map A ->L3,B->L2,C->L1

Give each packet in the network the service it needs, but no more !

L2

5-10 k$/port L3 = 75+ k$/port

L1 =1 k$/port
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How low can you go?
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Optical Exchange as Black Box

Optical Exchange
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Service Matrix

To WDM Single , SONET/ 1 Gb/s LAN PHY | WAN PHY VLAN IP over
(multiple }) any SDH Ethernet | Ethernet Ethernet tagged Ethernet
From bitstream Ethernet
WDM cross-connect | WDM demux WDM WDM demux |WDM demux | WDM demux [WDM demux |WDM demux
(multiple }) multicast, demux* * * * * *
regenerate,
multicast
Single ), any WDM mux | cross-connect N/A * N/A * N/A * N/A * N/A * N/A *
bitstream multicast,
regenerate,
multicast
SONET/SDH WDM mux N/A * SONET | TDM demux [TDM demux®| SONET TDM demux | TDM demux
switch, * switch * *
+
1 Gb/s Ethernet | WDM mux N/A * TDM mux | aggregate, | aggregate, aggregate, aggregate, | L3 entry *
Ethernet eth. convert Ethernet VLAN encap
conversion + conversion
LAN PHY WDM mux N/A* TDM mux® | aggregate, aggregate, Ethernet aggregate, | L3entry *
Ethernet Ethernet Ethernet conversion [ VLAN encap
conversion | conversion +
WAN PHY WDM mux N/A * SONET aggregate, Ethernet aggregate, aggregate, | L3entry *
Ethernet switch Ethernet conversion Ethernet | VLAN encap
conversion conversion +
VLAN tagged WDM mux N/A * TDM mux | aggregate, aggregate, aggregate, Aggregate, N/A
Ethernet VLAN decap | VLAN decap | VLAN decap | VLAN decap
& encap +
IP over Ethernet| WDM mux N/A * TDM mux L3 exit * L3 exit * L3 exit * N/A Store &
forward, L3

entry/exit+
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Disclaimer: final architecture and choice of equipment will be different, this is a schematic picture!



GRID-Colocation problem space

Extensively
. under




Transport of flows

BW
RTT

Nee'i_ls more App & Middleware’ ull optical future

GLIF

v For whé"g current Internet was designed




