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The Lambda Grid


Cees de λaat	

Cees de Laat	


www.science.uva.nl/~delaat	www.science.uva.nl/~deλaat	

SURFnet	



EU	


University of Amsterdam	



SARA	


NIKHEF	



NCF	





Group	


•  Advanced About 8 people	


•  Located Science Park Amsterdam, Watergraafsmeer	



–  Producers	


–  Consumers	


–  Researchers	



•  Local Collaborations	


–  UvA	



•  VLE	


–  NIKHEF apps from HEF	



•  Grids and DataTransport	


•  DAS	



–  SARA	


•  Optical lab / housing	


•  Integration LambdaGrid node	
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•  28 demonstrations from 16 countries: Australia, Canada, CERN, France, Finland, Germany, 
Greece, Italy, Japan, The Netherlands, Singapore, Spain, Sweden, Taiwan, United Kingdom, 
United States	



•  Applications demonstrated: art, bioinformatics, chemistry, cosmology, cultural heritage, 
education, high-definition media streaming, manufacturing, medicine, neuroscience, physics, 
tele-science	



•  Grid technologies demonstrated: Major emphasis on grid middleware, data management 
grids, data replication grids, visualization grids, data/visualization grids, computational grids, 
access grids, grid portals	



•  25Gb transatlantic bandwidth (100Mb/attendee, 250x iGrid2000!)	



iGrid 2002���
 September 24-26, 2002, Amsterdam, The Netherlands	



www.igrid2002.org 
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BW requirements	
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A. Lightweight users, browsing, mailing, home use	


Need full Internet routing, one to many	



B. Business applications, multicast, streaming, VPN’s, mostly LAN	


Need VPN services and full Internet routing, several to several + uplink	



C. Special scientific applications, computing, data grids, virtual-presence	


Need very fat pipes, limited multiple Virtual Organizations, few to few	



ΣA ≈ 20 Gb/s	



ΣB ≈ 40 Gb/s	



ΣC ≈ 100 Gb/s	
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λ’s on scale 2-20-200 ms rtt	
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λ	


•  lambda for high bandwidth 

applications	


–  Bypass of production network	


–  Middleware may request (optical) 

pipe	


•  RATIONALE:	



–  Lower the cost of transport per 
packet	



–  Use Internet as controlplane!	
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UVA/EVL’s ���
64*64 ���

Optical Switch���
@ NetherLight���

in SURFnet POP 
@ SARA ���

Costs 1/100th of 
a similar 

throughput router 
but with specific 

services!	


 BeautyCees	



(Intermezzo)	





Problem Solving Environment  
Applications and Supporting Tools  

Application Development Support 

Common  
Grid 

Services 

Local 
Resources 

G
rid

  
In

fo
rm

at
io

n 
 

Se
rv

ic
e 

U
ni

fo
rm

 
R

es
ou

rc
e 

A
cc

es
s 

B
ro

ke
rin

g 

G
lo

ba
l 

Q
ue

ui
ng

 

G
lo

ba
l E

ve
nt

 
Se

rv
ic

es
 

C
o-

Sc
he

du
lin

g 

D
at

a 
C

at
al

og
ui

ng
 

U
ni

fo
rm

 D
at

a 
A

cc
es

s 

C
om

m
un

ic
at

io
n 

Se
rv

ic
es

 

A
ut

ho
riz

at
io

n 

Grid Security Infrastructure (authentication, proxy, secure transport) 
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High performance computing and 
Processor memory co-allocation 
Security and Generic AAA 
Optical Networking 
Researched in other programlines 
Imported from the Globus toolkit 
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Generic AAA server	


Rule based engine 	



Application Specific	


Module 	



Policy	



Data	
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Service 	
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Starting point	



PDP	



PEP	
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Accounting	


Metering 	

 3	
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Acct Data	



API	



Policy	



Data	


3	



RFC 2903 - 2906 , 3334 , policy draft	
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Element Management Level


Network Management Level


Service Management Level


Business Management Level


Network Elements 
 Optical switches


AAA


AAA


AAA


AAA


WS


WS


WS


User


Carrier


Integrate Pizza, network, 
movie


Manage a 99.9995 % 
available network


Create best route


Offer manageable 
elements


TL1, SNMP,XMLCONF,COPS


TMN is based on the OSI management framework and uses an object-oriented approach, 
with managed information in network resources modeled as attributes in managed 
objects. TMN is defined in ITU-T M.3000 series recommendations


AAA and ISO Telecommunications Management 
Networks (TMN) reference model	
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Optiputer Backplane Meeting 
                  
Leon Gommans 
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Electronic Visualization Laboratory                                          University of Illinois at Chicago 

PIN Architecture 
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DARPA DWDM-RAM Large Scale Data
+Dynamic Lambdas – Demonstrated at 

GGF9 & SC2003	



Dynamic Lightpaths 

 Grid L3-L7 OGSA Compliant 

Data Web  
Services 

Data Intensive App2 

 Dynamic vLANs 

 Dynamic Path Services (ODIN, THOR, etc),OGSA Compliant, Soon WSRF 

Grid Data  
Management  

Services 
Data Grid Services  
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Example – Server to server 
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Coordination with Optiputer, 
OBS and others 

UCLP WS	



TL1	



UCLP WS	



Optical Cloud 

ODIN WS	



UNI	


TL1	



OBS Cloud 

OBS WS	



AAA WS	



GLIF	


UDDI Registry	



Super User A	



Super User B	



Schedule & 	


Reservation WS	



Topology 	


Discovery WS	



The ultimate lego building blocks	
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Research topics	



•  Optical networking architectures and 
models for usage	



•  Transport protocols for massive amounts 
of data	



•  Authorization of complex resources in 
multiple domains	



•  Embedding in Grid environments	
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Research	



•  3 main topics	


– Optical technologies	


– Transport	


– AAA	



•  Grid integration	


•  Application <-> Network awareness	





Optical	



•  Topology optimization, description	


•  Techniaclities	


•  10G Ethernet Wanphy	


•  Opt exchange	


•  Control plane	


•  Laboratory	





Transport	



•  Protocols	


•  Protocol testbed	


•  Test of networks with grids (why not if 

grids are that demanding?)	





AAA	



•  Demonstratiens	


•  Accounting	


•  Toolkit	


•  WSRF	


•  Standardization	


•  Solve problem of lambda setup	


•  250 email, phone conferences, 2 months, etc.	





λ	


Transport in the corners	



BW*RTT	



# FLOWS	



For what current Internet was designed	



Needs more App & Middleware interaction	
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Full optical future	



?	
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The END	
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