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iGr ld 2002 (5 of 15)
September 24-26, 2002, Amsterdam, The Netherlands

e 28 demonstrations from 16 countries: Australia, Canada, CERN, France, Finland, Germany,
Greece, Italy, Japan, The Netherlands, Singapore, Spain, Sweden, Taiwan, United Kingdom,
United States

e Applications demonstrated: art, bioinformatics, chemistry, cosmology, cultural heritage,
education, high-definition media streaming, manufacturing, medicine, neuroscience, physics,
tele-science

e (rid technologies demonstrated: Major emphasis on grid middleware, data management grids,
data replication grids, visualization grids, data/visualization grids, computational grids, access
grids, grid portals

e 25Gb transatlantic bandwidth (100Mb/attendee, 250x 1Grid2000!)
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1Grid 2002

Sept 24-26, 2002,
Amsterdam,
The Netherlands

Conference issue
FGCS
Volume 19 (2003)
Number 6 august
22 refereed papers!

THESE
ARE
THE
APPLICATIONS!

now including Computational Science

Availabie a1
www.Computc&éor\ccr‘cb.cm
SREAREE Ay .b!ln.'(. LA L

LI S S




w-eow» e

(7 of 15)]

A. Lightweight users, browsing, mailing, home use

Need full Internet routing, one to many

B. Business applications, multicast, streaming, VPN’s, mostly LAN

Need VPN services and full Internet routing, several to several + uplink

C. Special scientific applications, computing, data grids, virtual-presence

Need very fat pipes, limited multiple Virtual Organizations, few to few

ADSL GigE

— BW requirements
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The Dutch Situation

o Estimate A

— 17 M people, 6.4 M households, 25 % penetration
of 0.5 Mb/s ADSL, 40 times under-provisioning
==> 20 Gb/s

o Estimate B

— SURFnet has 10 Gb/s to about 12 institutes and
0.1 to 1 Gb/s to 180 customers, estimate same for
industry (overestimation) ==> 20-40 Gb/s

e Estimate C
— Leading HEF and ASTRO + rest ==> 80-120 Gb/s
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A. Lightweight users, browsing, mailing, home use

Need full Internet routing, one to many

B. Business applications, multicast, streaming, VPN’s, mostly LAN

Need VPN services and full Internet routing, several to several + uplink

C. Special scientific applications, computing, data grids, virtual-presence

Need very fat pipes, limited multiple Virtual Organizations, few to few

3C = 100 Gb/s >

2B = 40 Gb/s

2A =20 Gb/s

ADSL GigE

— BW requirements
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A’s on scale 2-20-200 ms rtt




3 ms
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The only formula’s

200 e e(t—ZOOZ)

rtt

Now, having been a High Energy Physicist we set
c=1
e=1
h=1
and the formula reduces to: # A(yt.7) =

# A(rtt 1) =

200 2 e(t—2002)

rtt
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So what are the facts

Costs of fat pipes (fibers) are one/third of cost of equipment to light them up

— Is what Lambda salesmen tell me

Costs of optical equipment 10% of switching 10 % of full routing equipment

for same throughput

— 100 Byte packet @ 40 Gb/s -> 20 ns to look up in 140 kEntries routing table (light

speed from me to you!)
Big sciences need fat pipes

Bottom line: look for a hybrid architecture which serves all classes in a cost
effective way (A->L3,B->L2,C->L1)

Tested 10 gbps Ethernet WANPHY Amsterdam-CERN
— http://www.surfnet.nl/en/publications/pressreleases/021003.html
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SCALE 2 20 200
- Metro National/ World
CLASS regional

Switching/ Routing ROUTERS
routing

Switches + Switches + | ROUTERS$

E-WANPHY E-WANPHY
VPN’s, (G)MPLS

dark fiber Lambda |Sub-lambdas,
Optical switching | ethernet-sdh

switching
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lambda for high bandwidth
applications

— Bypass of production network

— Middleware may request (optical)
pipe

— Lower the cost of transport per
packet

— Use Internet as controlplane!
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How low can you go?

Application Local ME’MS Application
Endpoint A Ethernet _ ONS Endooint B
ndpoin Regional ndpoin

15454
POS dgrk Trans-Atlantic
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Lambdas

European lambdas to US

—6 GigEs Amsterdam—Chicago
—2 Giges CERN—Chicago

-8 GigEs London—Chicago

Canadian lambdas to US
—8 GigEs Chicago—Canada—NYC

-8 GigEs
Chicago—Canada—Seattle

US lambdas to Europe
—4 GigEs Chicago—Amsterdam
—2 Giges Chicago—CERN

European lambdas

-8 GigEs Amsterdam—CERN
-2 GigEs Prague—Amsterdam
-2 GigEs
Stockholm—Amsterdam

-8 GigEs London—Amsterdam

IEEAF lambdas (blue)
—8 GigEs Seattle—Tokyo
-8 GigEs NYC—Amsterdam
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http://www.nsf.gov/od/lpa/news/03/pr03151.htm

= ‘m\ Bejing

- N

0.‘ s j' ‘-
: "5 o _ ‘”.”
: £ ‘%’ PR /A\\ Hong Kong
Chicago %% o LS
3 .‘l._.‘ - P : !
| S Zebaikalsks
% Vi ¥ ' Manzhouli
R | '

B 4) l ;

T. Schindler / National Science Foundation

x4
.
3 :

.
-
T
L

”

-
-

~




SURF:net N ethernght UvA

4 HP servers

SURFnet
backbone -
; ltanium
e L_rx2600
file server
DAS: 32*2cpu’s IBM
1 Gbs Myrinet  450Mbs
Lambda’s to —
*Chicago F
*Geneva
‘Prague O
-Stockholm
‘NYC R
*London C
E
1
10 GE 0
Chicago
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To
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UVA/EVL’s
64*64
Optical Switch
@ NetherLight
in SURFnet POP
@ SARA
Costs 1/100th of
a stmilar
throughput router
but with specific
services!
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NNNNNNNN

Core Switch Technology

3D MEMS structure
* Bulk MEMS — High Density Chips

 Electrostatic actuation
- Short path length (~4cm)
- <1.5 dB median loss

i

- Completely Non-blocking
- Single-stage up to 1Kx1K
* 10 ms switching time

- Excellent Transparency
* Polarization
- Bit rate
- Wavelength

—-:[-_;_E e e ———— ‘;nﬂTE:_;tT ﬁg‘h_t'_; ]-_ =

Calient Confidential.

06-04-03 Presentation Date
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Problem Solving Environment

Applications and Supporting Tools

Ielllglatlon Devel ment SupPI EEEEERER

Collective £ ol
Grid S o =

: 89 S
Services 0w >
5 <

Common
Grid
Services

Global Event
Services

High performance computing and
Processor memory co-allocation

‘Optical Networking
-Researched in other programlines
Imported from-the Globus toolkit

Authorization

Data
Replication

Grid Security Infrastructure (authentication,

proxy, secure transport)

Communication

Grid access (proxy authentication, authorization, initiation)

"eabrie [Corid taskinitiation |

Resource| |[Resource| |Resource Resource
Manager || Manager | | Manager Manager

Local CPUs Monit On-Li Scientifi
Resources onitors n-Line cientific
Storage Instruments

layers of increasing abstraction taxonomy

Resource
Manager
Tertiary
Storage
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Generic AAA server
Rule based engine

Policy
API
2
Data

4 Application Specific
Module Policy
R
SI 51 Data
4’ Service Accounting ~
VIC® hmdl Metering _

RFC 2903 - 2906 , 3334 , policy draft




Multi Domain Lambda setup

 AAA based on RFC 2903-2906
« OGSI wrapper

 Interface to CALIENT optical switch, layer 2 switches

* Interface to PDC
* Broker for path searching, selection

 Web and application interface
 Demonstration on SC2003

OptiPuter
Chicagol/international Infrastructure

—~

OptiPuter
&
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Multi-domain experiment 1 at SC2003

alient
PXC

PC

THRLIGHT"

o The Optical STAR TAP*™

9 Oct 2003 Update meeting EVL Leon Gommans



Authz

Resource Mgr

alient
PXC

PC

RLIGHT"

The Optical STAR TAP*™

9 Oct 2003 Update meeting EVL Leon Gommans
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Research topics

e Optical networking architectures and

models for usage

e Transport protocols for massive amounts
of data

e Authorization of complex resources in

multip!

e domains

e Embed

ding 1in Grid environments
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Transport 1n the corners

# FLOWS
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Munnik, Antony Antony, Rob Meijer, VL-team. ..
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Lambda workshop

e Amsterdam - Terena

— Concepts
— Initial testbed (SURFnet Lambda to StarLight)

e Amsterdam - iGrid2002

— Rechecking concepts models
— Initial experiences and measurements
— Expansion of Lambda testbed

 Reykjavik - NORDUnet

— Towards persistent demonstrations and
applications






