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Data Integration Question
(same as last year)
What knowledge can be obtained by mtegratlng
following data? o

1. Geological Map

—  Geological Survey of Japan is a part of AIST
sedimentary rocks,
volcano rocks,
grantic rocks etc.

2. 3D Elevation Model

—  Created by our ASTER Satellite
Produce 3D-model by stereo-matching

3. Real Time Rain Sensors
—  Provided by JMA(japan meteorological agency)
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Answer: Hazard Map for Landslide
(One typical application of GEQ Grid)

Key R&D Technologies

1. Distributed Database Integration (Linked Data/Heterogeneous DB etc.)
2. Data Mining & Simulation on the Cloud (Neural-Net, Machine Learning)
3. Multi-Screen Visualization (Tiled Wall Software)
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Visualize Hi-Resolution Hazard Map
Rain Sensors

Digital Elevation Map Neural-Map based Data

Created by Mining / Landslide Simulation
ASTER Satellite Images _ Computers
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Background on AIST

National Institute of Advanced Industrial Science and
Technology, Japan

— Mission: Contribute to society through continuous advancement in
technologies and support to Japanese industries

— Supported by METI (Ministry of Economy, Trade and Industry)

Established in 2001

— Merging 15 different research institutes
» Oldest is Geological Survey of Japan (est. 1882)
« Set/maintain the kilogram calibration standard of Japan

AIST ranked 7th in “Top 20 Japanese research institutions for
all field”, Thomson Reuters, 2014
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Composition of researchers by research field (As of April 1,2012)

Geological Survey and Applied Geoscience

Researchers (foreign nationals)

................................................ 2’258 (96) \
Environment and Ener
[Permanenﬂ ....................................... ['] ’928] o t &
[FIXEQ TEIMN] ++vveeerrrreererrrnreemninrreaniiineennn, [330] Measur:r,qn?‘:?g?a:zg \/\/ \\\ 11% b
Administrative employees (foreign nationals) - 16%

................................................... 675 ('| )
Total number of employees: 2,933 (97)

Nanotechnology, Materials, Life Science and Biotechnology

Executives (fU” tlmG) ........................ 13 and Manufacturing
ViSiting researchers -+« esseeeeees 159 Applllcatlons fro.m
= d | h 200 outside Japan IS Information Technology and Electronics
ostdoctoral researchers --------xxxxxe :
e[ I TN [IO W Financial Results for FY 2013 (nit : milion ven)
Technlcal Staﬁ: ........................... 'I ,441 Vetrology Intellectual
gﬁaryé%es ?é?,gﬁ[}g Miscellaneous
(As of April 1, 2015) 283 271 e
Joint \/
Tovenie inirect
3,433
Number of researchers accepted through ' contracioq 8%
industry/academia/government partnerships Commissioned T >
' el Facilt i)
Companles ................................. 1.774 ‘ Revenue managen¥ent Expenditure| technology
Uni iti 1852 Ifatcility 94,036 ]c]ogtsss 102,452 R&Ig—orse{gted
nlversl IeS ................................. , maintenance J 48'5]5
1g1r,a§it383 Great East —
Other Organizations ........................ 972 J%):gosgrrtgggfske
(foreign nationals :426) Techno,Qgica,/
 consultation and
(Total number of researchers accepted in FY 2013) agﬁgsgg‘ggt!(‘é’};‘;g%eggg’t‘s

Metrolc(:JgsyE;elated Geology-related costs
6.808 5,548
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AIST

Location o
* Tsukuba (science) City

— Government planned city
* Est. in 1962
* 1 university, 2 colleges

» About 30 governmental research institutes including
JAXA, KEK, NIMS

* About 30~40 company labs P

I

— 60km Northeast from Central Tokyo
* 45min with Tsukuba Express (TX) ’




Geographical Survey
Institute

Aerial Look of Tsukuba(in part)

Mt. Tsukuba 9"3;;"’3'“

Funicular

University of Tsukuba

Tsukuba Station

JAXA

Japan Aerospace wh
eXploration
> Agency

-
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Sakura-kan
Guest House
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Iisarch aAIST

* / major research areas

Enviroment and Energy

Life Science and Biotechnology

Information Technology and Human Factors

Materials and Chemistry

Electronics and Manufacturing

Geological Survey of Japan

National Metrology Institute of Japan

Good for Cross-Domain Research
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Cross-Domain/
Interdisciplinary R&Ds

GeoScience + IT
Bioscience + |T
Mechanics + IT

Etc.
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Geoscience + |T

GeoGrid: An Example of Data
Intensive Research Projects at
ITRI
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What is GEO Grid? —
GEO = Geospatial —
Grid = Grid (cloud) Computing hitp:ffwww. geogrid.org

e-Science infrastructure on heterogeneous data archives
— Cross-Domain (joint) project from 2004

Geospatial Contents
Satellite Data

Advanced IT

Distributed DB

Geology Data HPC/Cloud

Various Maps et
Geology/Environment Units in AIST. IT/CS Units in AIST

— Core archive contents: Our Satellite Sensor Data
+ ASTER satellite images >= 200TB(2000,000 scenes, y2000->)
* Now extending to manage (Petabyte-Scale) PALSAR, PRISM, Landsat8 etc.

— Core technologies: Grid Based => Parallel/Distributed R&D

» Distributed file system: Gfarm (started at AIST, Now at Tsukuba-U)
» Database Integration: OGSA-DAI@Uk /Distributed SPARQL
« Tsukuba-GAMA: Integrated Credential(Authentication) Management(some codes are included
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) Major Tec nical Achievements of

GEOQ Grid in 10 years

 Petabyte-Class Large Scale Data Archive &
Analysis
— Gfarm

* Single signh-on system using Grid Security
— Tsukuba-GAMA

 Heterogeneous Metadata Management
based on OGC Standard
— AIST-CSW

Service-based Distributed Database Access
— OGSA-DAI(Web Services)
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DataArchlves

« ASTER sensor on NASA Terra satellite (2000~)
— Resolution(Mid-range):15m(VNIR),30m(SWIR),90m(TIR)/px
— 60km wide
+ 50~60GB daily Level 0 data transfer from NASA to JAPAN

— 16 day observation cycle
« Good for detecting long range change(= large computation)

— 2 cameras with different angles
« Can create DEM (Digital Elevation Model) by stereo matching

 Landsat-8 (by USGS)

— Latest earth observation satellite launched 2013

* 15m/Pan 30m/Color
» 16 day observation cycle for the same area 78 £ 7 :
— Free and Open! DEM of Pakistan Landslide 2005

» AIST set up the ground station for Landsat-8 (with Tokai-U)
— Receives the daily data directly from the satellite

— Can publish the data to the Internet in semi real-time
« 2 hrsin AIST by our high performance computing (1 day in USGS)




Propagation of Ground Motion Velocity !
- Tohoku, Japan earthquake on March 11,2011-

- 3.11 science data examples produced ..
g by the GEO Grid

Ground move Flood simulation ASTER images
with radar(SAR) — _; with 3D DEM

satellite , : S |

GEO Grid archivel/cluster
is also damaged

by 3.11 earthquake
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We evacuated our environment using
-: cloud technology and continued to _seee’
process data in collaboration with OCC/ i
SDSC/NCHC etc.
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Public Service http://landsat8.geogrid.org

€« c landsat8.geogrid.org/I8/index.php/ja

3 ) | 5 G 4
Latest/H iStO rical . laﬂﬂsallsasate““gﬁle gries that are Ubser - ously for more than*

a0 years No. 1since fillichelin 1972. T%Eﬁnpﬁ
Data can be gl A 3%
Downloaded and e re QQ S 3 @' —

m Landsat-8 GEOGrid #MERUHAZE F—9REFKSIV>O—F Information Link FIAMN
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User Contributions
Like
“| found interesting
things!”
by Facebook

Gocg\ﬂ Chrome &Firefox , Intpmpt Exp\crpyllw;]ﬁ{ R) I
nternet Expl TR C L\35Google Earth

indows$ £UMac
s 5 A& EEL

K g 841 4 W Tweet | 60 W Follow @LandsatEight
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Constellation

« ASTER = 16 days cycle
* Landsat-8 = 16 days cycle

« ASTER+Landsat-8 = 8 days cycle (same
orbits)

Grid-based e-infrastructure for geosciences

Target: Daily change detection

— Example: Skybox (which is acquired by
Google) has a plan to launch 20 satellites

We are investigating to do the same thing with
existing (and new) satellites
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Analysis

Workflow engine: Lavatube
Machine Learning System: Hivemall
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Our yet another Workflow Englne Lavatube

for spacio-temporal data and image/movie processing

1. Support rest-based OGC . . —_ e
(OpenGeospatial Consortium) Services ' ' | ‘%

2. Support various image/movie ‘ b ' CSW ’ "
processing modules ‘ . P

3. Provide High-Level interaction :

Satellite

2

Sensor/
Camera

=)

lavatube mp4

WCS

OGC Services

Workflow Parts
« Metadata Search
Browser Interface(HTMLY5) « Database Access

or Windows engine Workflow-Engine - Processing
B i ~, - S ‘ Z;
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* Hivemall: Scalable Machine Learning Library
for Apache Hive

* A collection of machine learning algorithms as
Hive UDFs/UDTFs
— Classification & Regression
— Recommendation
— k-Nearest Neighbor Search

* An open-source project on Github
— Licensed under LGPL
— github.com/myui/nivemall (bit.ly/hivemall)

Hadoop Summit 2014, San Jose
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Application

Radiation Monitoring Database
for Fukushima




R —— Project Overview GEO Grid

~ Radiation Monitoring Data+ Understand what happened at the accident in the past
is important to: * Help the decision making for the future

National Project to continuously Monitor/Construct/Publish
Radiation Monitoring Database of Fukushima Area

| Database | Database
j Publishing

Nuclear Regulation Authority (NRA), JAPAN

Project Structure
as of 2013

VNl  Japan Atomic Energy Agency (JAEA)

4
Hokkaido Japan Map Center
University (Company)

,ﬁﬂmIST

TE OF
ADVANCED INDUSTRIAL SCIENCE
AND TECHNOLOGY (AIST)

2 Teams 2 Teams 2 Teams 1 Team
Partners =---- Okayama-U,
The Institute of Statistical Mathematics,,

o
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Example Data Integration Application
using OGC specs

- AIST CS-W Client x ¢ \

€« - C [ sfirad.geogrid.org/map_

GE Function l % fui : 1% Al 1% j GE Search

Offering: g f | S i BN Date: 2013-01-01| — 2013-03-30

(S38)Monitor Posts . Sy 0| e - e - D Snow2013-02-01

M ement value range: o e AL e 1N L 2D\ | B /Terrain ¥Roads ¥Borders

¥ Value range (uSv/h) # - y ‘ Vo 4 R N #Buildings ¥Grid [ Status ¥BBox | Search

v 19" More than 190 y : : St f X :

v 95719

v 38795

v 19738 1 | .
i :)51? | A e 57 pices o ‘ e o) B8 % B8UER2PN [14093][37 467
v 02705 ‘ ¢

v 01702

| Less than0.1 “01

||Dose rate(uSv/h):

Dose rate (uSv/h)
1m above ground surface

19.0 < measurement value
| 9.5 <measurement value < 19.0
| 38 <measurement value s 9.5
1.9 < measurement value s 38
1.0 < measurement value s 19
0.5 < measurement value s 1.0
0.2 < measurement value s 0.5
0.1 < measurement value s 0.2
measurement value s 0.1
77} Area with no survey
““ results available

l:‘Snowfall (March 4to
March 11, 2013)

Added to Miyagi Prefecture and
Fukushima Prefecture

*JASMES (JAXA) data used e T ¥ N o AV S38) BT Bz B SR = e [140824][37 417
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Combine SOS (§eor ObrvatloService) with other WMS
(Web Map Service) data source (\Weather)

()69 Q‘ )4
Human exposure to B i W Jan 1, 2013

natural background -"flmg Q,” il The dose rate was
radiation, 0.27uSv/h relatively high
o SearchFunction 7] ] m“(‘? N’
Oﬁfé?f){anakm Provde Rad Data_[=] o _IBM HB . Jan 16, 2013
., Do Saaun Clos (s The dose rate was
| relatively low when
Dose rate(uSv/h) - there was heavy snow

Dose rate (uSv/h)
1m above ground surface

B 19.0 < measurement value
9.5 < measurement value < 19.0
| 3.8 <measurement value s 9.5
1.9 <measurement value < 3.8
[:] 1.0 < measurement value s 1.9
| 0.5<measurement value s 1.0
0.2 < measurement value s 0.5
0.1 < measurement value s 0.2
measurement vi© GdmrEmnSEORE

777777 Area with no survey
resulls available
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Directions

Social, Mobile & Crowdsourcing
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Da;ta Issue:
Administrative &
Non-Administrative Data

 Administrative Data (Current GEO Grid Data)

— Governmental & official data
— Limited amount with controlled quality

* Non-Administrative Data

xS

— NPO, Social media, crowdsourcing (Twitter, etc.)
— Large amount, variable quality
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bplication Examles

)

mTrend (

ACMGIS2011 Demonstration

Spatiotemporal & Thematic
Analysis

Tt Truraey

Comparing thematic patterns in
correlated tweets by keyword
streams

Coamihany

Mapping, clustering, and regression: (2011/03/02-2011/03/24)
1) earthquake-related tweets

2) tsunami-related tweets HhIBIEHR S AT LD TH D7 R
3) nuclear-related tweets ACM GIS 2011 TEFT EE
You can find —

Time & Space the “Trends” 7
mapping of for each
words

Tweets

Tarat v 1% rrerrecton

* Cyber-Physical Data Cloud: An Infrastructure for Interconnecting  Situation creation on the basis of intersection area of
Heterogeneous Sensor Data (WTP2012 Demonstration) outbreaks between tweets and natural phenomena
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Crowdsourcing and Notifications
Joint Research with Taiwan ITRI

ITRI & AIST Joint Research Prgie:

TREZXMZER
Industrial Technology
Research Institute

Data Integration and Messaging Fram|

s bl i Crowdsourced Radiation Sensor

IRTOBEOHMBEERD>>

e | x KBRS
5 o BEREBTHHSTE
Bl NS o oy 41;&01&:&«!8 § PR
B 3A3E 1995558 RO ME ‘F.‘.Ui
’ ‘ 837:0.107 (4 Sv/B¥) sumssre -2 A
mgua S| WE2H:0.009(u 5/ K2 FMN-0.86(mS/H) s
‘; WiER | REORAOBLMMEERD r
L) Ny AR < ]
~ S ]m“,(( 5 »
-y '
7 BNy
e N |
g / 3 o
; /amos . N N
5wy S LS M N o Feature Phone Users | Report on-site status with SMS >AIST
) T
ol - £ /REL \
A= ITRI
! eoThings
P OGC Sensor
N Observation

Smart Phone Users | Report on-site status with SMS o'r App




GEO Grid

Grid-based e-infrastructure for geosciences

Linked Open Data

Federated SPARQL with
“Best-Effort” Query Processing
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Lmked Open Data (LOD)

Try to create a huge linked knowledge cloud

* The data is written with RDF (Resource Description Framework)
— The Standard for the Semantic web community

Highly distributed and rapidly i mcreasmg
— More than 300 sites, b||||on~tr|II|on tnples

* Cross-Domain
— GEO, BIO, Government, Media, etc N
— Many governmental data is going tefbepﬁbftsﬁéd as LQE‘}
» |ssues “\’;\.

- '\ :',. !-

— Distributed SPARQL processing may be S1OW but ‘a\

\ \:.:.7;. A=

centralized data service lacks freshness = == -=-= =
— Heterogeneity with SPARQL Endpoints, plain RDF Texts
Based on the freshness, coverage

Our Approach
Hybrid Adaptive Query Processing -

and the response time



Pre-defined Query

xxxxxx

Network delays,
Too many results
Site troubles, etc...

Modified Processing
Adaptively

=

}
o
Qu
5

}
Query 3

N .

Adaptive Query

dbo: <http://dbpedia.org/ontology/>
dbp: <http://dbpedia.org/property/>
owl: <http://www.w3.0rg/2002/07/owl#>

Query 1
select * where {

(Result size =

?x dbp:reference ?ref .
?x rdf:comment ?comment .
?x skos:subject ?subj .

?x foaf:page ?page .
?x rdf:type ?type .

150) :

777,679
10,000
9971
10,000
800,000

FILTER ( regex(str(?subj),"building”) )

1ery 2 (Result size =

lect * where {

e
?

?x skos:subject ?subj
?x foaf:page ?page .
?x rdf:type dbo:book

(Result size =

select * where {

?x dbp:reference ?ref .
?x rdf:comment ?comment .
?x skos:subject ?subj .

?x foaf:page ?page .
?x rdf:type dbo:book

?x dbo:releaseDate ?date

% dbp:reference ?ref .
?x rdf:comment ?comment .

8):

777,679
10,000
9971
10,000
3105

8):

777,679
10,000

9971

10,000

3105

(DBP) 126,737

GEO Grid
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optimization

rdf:

size =

Query 4 (Result
select * {

?book rdf:type dbo:Book .

?book foaf:page ?p .
?book owl:sameAs ?1link

}

M no-adapt

100

<http://www.w3.0rg/2000/01/rdf-schema#>
skos: <http://www.w3.0rg/2004/02/skos/core#>
foaf: <http://xzmlns.com/foaf/0.1/>

3105
10,000
(DBP) 10,121,699

adapt

90 -

80 -

70 A

60 -
50 A

40 -

30 A

20 A

10 A

Response time (Seconds)

0

Query

T I T I T I 1
2 3 4

Achieve good performance around 10 distributed

SPARQL endpoints (still small for 300 ;-<)
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Query PFOCGSSIHQ : /our . rg/dc/elements/l 1/>

p:
PREFIX db <http: //dbpedla org/resource/property>
User’s SELECT * WHERE {
?x dc:subject dbp:FIFA _World_Cup-winning_countries .
SPARQL ?p dbp:managerclubs ?x .
?p foaf:name "Luiz Felipe Scolari"@en .
Query
Query W N\
/ \ ( Compilation / \
) . ’ p. . / e
| Active AN I Endpoint cpaRon iz
/ N\ Discovery | -"S'}S | Query | B
Bé L Manager Local graph Manager J \| »
W3 i
3 L SPARQL Eiq
HTML D
Graphs

N\ Cup-winning_countries

tari @en

s | ’X dc:subject
= | /P dbp:manager
———  { .

You can get rough answer in 10 seconds,,

or
More accurate answer with a long time 1 uery Result
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loScience + I T

BIO-CAD/LEAD
Hydra: Molecular Visualization
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High Performance Genomics Assembly

: e
* Next Generation Sequencers A
. Y—K
Huge set of short reads are obtained s A kmepnes -
— 1read: ATGC (base)100sobasex2)
— Total : 100million reads just for 1 run e ‘

Consensus overlap assembly de Bruijn graph

» Hybrid Assembly \Workflow
— MPI parallelized (SAET, ASiD)

— Improve the algorithms (Velvet) ~ &wLES
— To achieve scalability and performance enhancements
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1D Category Compound Name

1 D SSH1_charged

lig_charged.mol2

SSH1 _charged.mol2

pdate Data Clear Data

Grid Size: 2x2 Category D
Name SSH1_charged

Dock [1,1]: 1
PDB # N/A

- [1’1]: ’ Residues 145

» Create a more device agnostic tool
Visualization of multiple protein-ligand interactions

- LA

S

AR
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Mechanics + IT

Media-related R&D
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* |T behind the robot
— Computer Singing Systems
 VocalLlistener
 VocaWatcher

Web Service
— Songrium
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Summary

« AIST has many interdisciplinary data-oriented R&D
projects

— Geospatial

— Linked Data

— Bioinformatics

— Multimedia (Music/Songs)

» Looking forward to the OSDC students contribution

 AIST YouTube: https://www.youtube.com/user/aistchannel
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